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Abstract

A precise measurement of the pion beta decay rate will allow accurate testing

of the unitarity of the Cabbibo-Kobayashi-Maskawa quark mixing matrix, and of

the Conserved Vector Current Hypothesis. The PIBETA collaboration intends to

measure this decay rate with an accuracy of better than 0.5%, using a calorimeter

comprised of 240 pure CsI crystals. Extensive calibrations of the CsI crystals

have been done using cosmic muons. Further studies of the calorimeter response

have been made using monoenergetic 70 MeV beam positrons, and using the

box spectrum of photons ranging in energy from 55-83 MeV from the single

charge exchange reaction �

�

p ! �

0

n ! 

n. Finally, a measurement of the

Panofsky Ratio, de�ned as the ratio of the rate of single charge exchange to that

of radiative pion capture �

�

p ! 
n in pionic hydrogen, has been made.
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Chapter 1

Motivation

1.1 Introduction

The PIBETA collaboration is focused on making a precise measurement of the

pion beta decay rate, �

+

! �

0

e

+

�. Because the pion beta decay is a relatively

simple 0

�

! 0

�

transition, and its radiative corrections are well understood,

this measurement will provide a stringent test of the theoretical components

of the decay. Speci�cally, the results will test the Conserved Vector Current

Hypothesis, as well as the unitarity of the Cabbibo Kobayashi Maskawa (CKM)

quark mixing matrix.

In order to measure the pion beta decay rate successfully, a portion of the

PIBETA calorimeter has been tested with a measurement of the Panofsky Ratio.

This ratio is de�ned as the ratio between the rate of single charge exchange

and that of radiative pion capture for �

�

p atoms. The single charge exchange

reactions are de�ned as [19]

�

�

+ p ! �

0

n

�

�

+ p ! 
 + 
 + n

�

�

+ p ! e

+

++e

�

+ n; (1.1)
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and the radiative pion capture reactions are

�

�

+ p ! 
n

�

�

+ p ! e

+

+ e

�

+ 
 + n: (1.2)

1.1.1 CKM Matrix

The CKM quark mixing matrix is the transformation between the strong

interaction quark eigenstates

 

u

d

! 

c

s

! 

t

b

!

;

and the weak interaction quark eigenstates,

 

u

d

0

! 

c

s

0

! 

t

b

0

!

:

The transformation between these strong and weak mass eigenstates takes the

form:

0

B

@

d

0

s

0

b

0

1

C

A
=

0

B

@

U

ud

U

us

U

ub

U

cd

U

cs

U

cb

U

td

U

ts

U

tb

1

C

A

0

B

@

d

s

b

1

C

A

A test of the unitarity of the CKM matrix would serve to limit certain ex-

tensions to the current Standard Model of elementary particles. This test can

be performed most reliably by a measure of the sum of the elements of the top

row of the matrix: jU

1

j

2

= jU

ud

j

2

+ jU

us

j

2

+ jU

ub

j

2

. If the sum jU

1

j

2

is equal to

unity, then the matrix is unitary. Using the accepted value for U

us

and the limits

on U

ub

, in combination with the value of U

ud

extracted from nuclear beta decay,

one �nds the result jU

1

j

2

= jU

ud

j

2

+ jU

us

j

2

+ jU

ub

j

2

= 0:9962� 0:0016. This value

includes the most reliable nuclear structure dependent corrections, and is lower

than the Standard Model prediction by 2:4�.
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A second evaluation of jU

1

j

2

, using the value for U

ud

extracted from neutron

beta decay, brings the value of jU

ud

j

2

+ jU

us

j

2

+ jU

ub

j

2

up to 1:0096 � 0:0044,

which is higher than the Standard Model prediction by 2:2� [15].

A precise extraction of U

ud

is needed to resolve the discrepancy between these

two calculations of jU

1

j

2

. This will be accomplished with the measurement of

the pion beta decay rate �

��

, as

1

�

��

/ jU

ud

j

2

G

V

2

; (1.3)

where G

V

is the weak vector coupling constant.

1.1.2 Conserved Vector Current Hypothesis

Because the positive and neutral pions are members of an isospin multiplet, it

is possible to describe them mathematically with the ladder operators in isospin

space. The ladder operators take the form

T

�

=

p

2

X

k

[a

0

�

(k)a

�

(k) + a

�

�

(k)a

0

(k)] ; (1.4)

where a

0

(k) (a

0

�

(k)) is the absorption (emission) operator for the neutral pion,

and a

�

(k) (a

0

�

(k)) are the absorption (emission) operators for the charged pions.

Applying the operator T

+

to a state with one pion with a given charge produces

another state with a pion of the same momentum but with the charge increased

by one unit. [9]

Using the isospin ladder operator formalism, the vector part of the interaction

for nuclear beta decay [9] becomes:

j

�

�

(x) = g	

p

(x)


�

	

n

(x)

= �

g

p

2

	(x)


�

�

(+)

	(x)

= �

g

2

p

2

h

	(x); 


�

�

(+)

	(x)

i

: (1.5)
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If one compares Equ. 1.5 with the electromagnetic current of a nucleon sys-

tem, which takes the form

j

�

nucl;el

(x) =

ie

2

h

	

p

(x); 


�

	

p

(x)

i

=

ie

4

h

	(x); 


�

(1 + �

3

)	(x)

i

=

ie

4

h

	(x); 


�

	(x)

i

+

ie

4

h

	(x); 


�

�

3

	(x)

i

; (1.6)

it is apparent that the second term in Equ. 1.6 can be understood as another

component of the nuclear beta decay vector current in Equ. 1.5. For further

clari�cation, the vector current from Equ. 1.5 may be written as

j

�

�

(x) =

ig

e

p

2

~

j

�

nucl;(+)

(x): (1.7)

Upon further study of Equ. 1.6, one �nds that the electromagnetic current of

the nucleon system is not a conserved quantity [9]. However, if one adds another

term corresponding to the pion electromagnetic current, a continuity equation is

created:

@j

�

el

(x)

@x

�

= 0 =

@j

�

nucl

(x)

@x

+

@j

�

�

@x

�

(1.8)

Because this added term for the pion electromagnetic current can be shown to

have only an isotopic vector part [9], the continuity equation 1.8 can be written

as

@j

�

nucl;S

(x)

@x

�

+

@

@x

�

h

~

j

�

nucl;(0)

(x) +

~

j

�

�;(0)

(x)

i

= 0; (1.9)

where j

�

nucl;S

(x) is the isotopic scalar part of the nucleon system electromagnetic

current, and

~

j

�

(0)

(x) is one component of the appropriate vector electromagnetic

current.

In order to be invariant under rotations in isospin space, each of the two

terms in Equ. 1.9 must be conserved separately. Consequently, each component
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of the vector term must also be conserved. Hence, the following conservation

law must be true:

@

@x

�

h

~

j

�

nucl;(�)

(x) +

~

j

�

�;(�)

(x)

i

= 0: (1.10)

The addition of the pion electromagnetic current term in Equ. 1.8, which

results in the conservation law of Equ. 1.10, has implications for the form of

the beta decay electromagnetic vector current given in Equ. 1.5. Speci�cally,

in order to explain the apparent equality of the weak interaction vector cou-

pling constants G

V

in nuclear beta decay and in muon decay, a corresponding

pion electromagnetic current term should be added to the beta decay nucleon

electromagnetic current in Equ. 1.5.

This added term in the expression for j

�

�

(x) implies the existence of a new

contribution to the weak interaction Hamiltonian. The new contribution drives

the beta decay of the pion, �

+

! �

0

e

+

�

e

or �

�

! �

0

e

�

�

e

. [9] By measuring

the pion beta decay rate precisely, and comparing it with the theoretical value

obtained from the modi�ed weak Hamiltonian, one can determine whether the

CVC hypothesis is true.

1.1.3 Radiative Correction

The calculation of radiative corrections to the pion beta decay rate can be

taken from the nuclear independent radiative corrections to 0

+

! 0

+

transitions

in nuclear beta decay. At O(�), these corrections neglect the strong interaction

e�ects in nuclear beta decay, and can be applied to the purely weak pion beta

decay. This radiative correction function is based on a function g(E;E

m

;m)
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which has been derived by Sirlin [12], and takes the form

g(E;E

m

;m) = 3ln

�

m

p

m

�

�

3

4

+ 4

"

tanh

�1

�

�

� 1

#

�

"

(E

m

� E)

3E

�

3

2

+ ln

2(E

m

� E)

m

#

+

4

�

L

 

2�

1 + �

!

+

1

�

tanh

�1

�

"

2(1 + �

2

) +

(E

m

� E)

2

6E

2

� 4 tanh

�1

�

#

(1.11)

where m is the electron mass, E

m

is the electron end-point energy, p is the

electron momentum, � = p=E, and L(x) is the Spence function:

L(x) =

x

Z

0

ln(1 � t)

t

dt (1.12)

Integrating the Spence function from 0 to

2�

1+�

, one obtains L = �1:5934.

When applied to pion beta decay and averaged over the electron spectrum,

the function g(E;E

m

;m) becomes [18]

g(E;E

m

;m) =

E

m

R

m

e

(E

m

�E)

2

p

e

E

h

1+

2m

+

m

0

(E

m

�E)

i

g(E;E

m

;m) dE

E

m

R

m

e

(E

m

�E)

2

p

e

E

h

1+

2m

+

m

0

(E

m

�E)

i

dE

(1.13)

where m

+

is the �

+

mass and m

0

is the �

0

mass. To a good approximation, the

denominator is found to be 57:127 (MeV )

5

[12].

Integrating the numerators numerically over the electron energy, one obtains

g(E;E

m

;m) = 9:760. This can be compared with the asymptotic result for large

E

m

, which neglects recoil [18],

g(E;E

m

;m)

�

=

3ln

�

m

p

2E

m

�

+

81

10

�

4�

2

3

= 8:868 (1.14)

The radiative correction is derived by Marciano and Sirlin [13] and takes the

form

f1 +

�

2�

�

ln

�

m

p

m

A

�

+ 2C

�

�

�(m

p

)

2�

[g(E

m

) +A

g

]gS(m

p

;m

z

)

(1.15)
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where S(m

p

;m

z

) is a QED short-distance enhancement factor equal to 1.02256,

and �(�) is a running QED coupling which satis�es

�

d

d�

�� = b

0

�

2

(�) + higher orders (1.16)

such that �(0) = 1=137:089 and �(m

p

) = 1=133:93. A

g

is a small perturbative

QCD correction estimated to be �0:34, and C is a nuclear structure-dependent

correction which is 0 for 0

+

! 0

+

transitions. m

A

is a low energy cuto� applied

to the short-distance part of the 
W box diagram, and ranges from 400 MeV

to 1600 MeV. Using this range of m

A

, the radiative correction to superallowed

0

+

! 0

+

Fermi transition rates is found to be between 1.0334 and 1.0350. [13]

1.2 Panofsky Ratio

The Panofsky Ratio value is of interest because it connects the pion-nucleon

scattering amplitude to the pion photoproduction amplitude, and it provides a

value with which several other low energy pion relations may be tested. For

example, the ratio R is de�ned as

R =

�(
n! �

�

p)

�(
p! �

+

n)

: (1.17)

From this ratio, and the assumption of the invariance of the electromagnetic

interaction under time reversal, one can calculate the reaction rate for �

�

p ! 
n.

By extrapolating this calculated reaction rate for �

�

p ! 
n to threshold,

one can use the measured value of the Panofsky Ratio (P ) to determine the rate

for the pion-nucleon scattering reaction �

�

p! �

0

n. The resulting equation is

�(�

�

p ! �

0

n) = 2P � (q




2

=q

�

2

)�(�

�

p ! 
n); (1.18)

where q




and q

�

are the center of mass momentum of the photon and pion,

respectively.
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One can compare this calculation of �(�

�

p ! �

0

n) to that obtained from

�

�

p elastic scattering data. By using the principle of isospin invariance for the

extraction of �(�

�

p! �

0

n) from the scattering data, and comparing the result

with the calculation in Equation 1.18, one can ultimately test the principle of

isospin symmetry in the �N system. [19]

In addition to allowing useful calculations of the pion-nucleon scattering am-

plitude, the Panofsky Ratio reactions produce photons whose energies are com-

parable to that of the photons produced in the pion beta decay. By measuring

the response of the PIBETA calorimeter to the photons resulting from the single

charge exchange and pion capture reactions, one can predict the behavior of the

calorimeter for the pion beta decay measurement.

1.2.1 Kinematics of Single Charge Exchange and Pion

Capture Reactions

In this section, the kinematics of the two main reactions in the Panofsky

Ratio will be discussed. It will be shown that the single charge exchange reaction

produces a box spectrum of photons ranging in energy from 55 to 83 MeV, and

the radiative pion capture reaction emits a monoenergetic photon at 129 MeV.

Single Charge Exchange

From conservation of momentum in the reaction �

�

p ! �

0

n,

p

�

+ p

p

= p

0

+ p

n

; (1.19)

where p

�

, p

p

, p

0

, and p

n

are the momenta of the negative pion, proton, neutral

pion, and neutron, respectively. Assuming that the pionic hydrogen �

�

p atoms

are at rest, and solving for the energies E

0

and E

n

of the �

0

and the neutron in
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the lab frame, one �nds

E

0

=

(m

�

+m

p

+ E

B

)

2

�m

n

2

+m

0

2

2 (m

�

+m

p

+ E

B

)

(1.20)

= 137:9 MeV (1.21)

which corresponds to �

0

= 0:204, and

E

n

= m

�

+m

p

+ E

B

� E

0

(1.22)

= 940:0 MeV; (1.23)

where m

�

, m

p

, m

n

, and m

0

are the masses of the negative pion, proton, neutron,

and neutral pion, respectively. E

B

is the mean binding energy of the pionic

hydrogren, and is equal to -0.37�0.08 keV. [6]

In the rest (primed) frame of the �

0

, the �

0

! 

 decay produces two

anticollinear photons, as shown in Fig. 1.1. In order to calculate the momenta of

the photons in the lab frame, one must perform the appropriate transformation.

For this purpose, the momentum of the �

0

in the lab (unprimed) frame is de�ned

to be in the x direction. Consequently, the boost from the primed frame to the

lab frame is along the negative x direction, as shown in Fig. 1.1.

In the primed frame, the four-momenta of the two photons take the form:

p

1

0

= (E

0

; p

0

sin�; p

0

cos�; 0) (1.24)

p

2

0

= (E

0

;�p

0

sin�;�p

0

cos�; 0) ; (1.25)

where E

0

= p

0

= m

0

=2 = 67:5 MeV. Transforming to the lab (unprimed) frame

with a boost in the negative x direction for � = 0:204,

0

B

B

B

@

E

1

p

1x

p

1y

p

1z

1

C

C

C

A

=

2

6

6

6

4


 
� 0 0


� 
 0 0

0 0 1 0

0 0 0 1

3

7

7

7

5

0

B

B

B

@

E

0

p

0

sin�

p

0

cos�

0

1

C

C

C

A

=

0

B

B

B

@


E

0

+ 
�p

0

sin�


�E

0

+ 
p

0

sin�

p

0

cos�

0

1

C

C

C

A
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οπ

Direction of boost 

θ

x

y

γ

γ1

2

to lab frame

Figure 1.1: Decay of a neutral pion into two photons, in the rest (primed) frame

of the pion.

and

0

B

B

B

@

E

2

p

2x

p

2y

p

2z

1

C

C

C

A

=

2

6

6

6

4


 
� 0 0


� 
 0 0

0 0 1 0

0 0 0 1

3

7

7

7

5

0

B

B

B

@

E

0

�p

0

sin�

�p

0

cos�

0

1

C

C

C

A

=

0

B

B

B

@


E

0

� 
�p

0

sin�


�E

0

� 
p

0

sin�

�p

0

cos�

0

1

C

C

C

A

:

From the above expressions for p

1

and p

2

in the lab frame, one can see that

the energy and momenta of the two photons are completely determined by the

angle � in the primed frame. Because the probability of values for the angle � is

uniform from 0

�

to 180

�

, the spectrum of energies for the two photons forms a


at \box" spectrum, ranging from the minimumto the maximum allowed values.

The relative angle � between the two photons can be calculated from the

general formula for the angle 	

AB

between two vectors A and B,

cos	

AB

=

A �B

jAjjBj

: (1.26)
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As a result, the expression for � takes the form

cos� =

(
�E

0

+ 
p

0

sin�)(
�E

0

� 
p

0

sin�) + (p

0

cos�)(�p

0

cos�)

q

(
�E

0

+ 
p

0

sin�)

2

+ (p

0

cos�)

2

q

(
�E

0

� 
p

0

sin�)

2

+ (�p

0

cos�)

2

Finally, the energy of one photon in the lab frame is plotted against � in Fig. 1.2.

From the graph, one can see that the photon energies in the lab frame range from

54.9 MeV to 83.0 MeV.

Figure 1.2: Energy spectrum for photons from the decay �

0

! 

 plotted against

the relative angle � between the two photons, all in the lab frame.
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Radiative Capture

From energy and momentum conservation in the reaction �

�

p ! n
,

E

n

=

(m

�

+m

p

+ E

B

)

2

+m

n

2

2 (m

�

+m

p

+ E

B

)

(1.27)

= 948:5 MeV; (1.28)

where E

n

is the total energy of the neutron, and all other variables are de�ned

in Section 1.2.1. By energy conservation, the energy of the emitted photon E




is found to be

E




= m

�

+m

p

+ E

B

� E

n

(1.29)

= 129:4 MeV: (1.30)



Chapter 2

1997 Apparatus and Beam Line

In this chapter the �e1 beam line, a secondary beam line stemming from

the main 590 MeV proton ring cyclotron at the Paul Scherrer Institute, will be

discussed. In addition, the CsI and NaI detector arrays, liquid hydrogen target,

and beam counters will be introduced.

2.1 �e1 Beam Line

The �e1 beam line supplies high intensity pion and muon beams with mo-

menta ranging from 10 to 500 MeV/c. Figure 2.1 shows the layout of the beam

line [17].

Two modes of operation are available [17]:

� Mode A provides high 
ux with low momentum resolution. Its momentum

is limited by the focusing strength of the �rst quadrupoles to values lower

than 280 MeV/c.

� Mode B is a low acceptance, high momentum resolution version up to

momenta of 500 MeV/c.

The de�ning characteristics of the �e1 beam line are summarized in Table 2.1.
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Figure 2.1: Magnetic elements of �e1 beam line.

Mode A Mode B

Length [m] 16 16

Max. momentum [MeV/c] 280 500

Solid angle [msr] 32 13

Momentum acceptance (FWHM) 7.8 % 8.0 %

Momentum resolution (FWHM) 0.8 % 0.26 %

�

+

stop density [g

�1

mA

�1

s

�1

] 2.5 10

7

1.0 10

7

Table 2.1: Characteristics of the �e1 beam line in Mode A (high 
ux) and Mode

B (high momentum resolution).

In the 1997 data run, the �e1 beam line was tuned in Mode B for 116

MeV/c negative pions. This tune is shown in Figure 2.2 as the output of the

TRANSPORT [20] program calculation. In the �gure, the top solid line represents

the beam envelope in the horizontal (x) direction, and the bottom solid line the
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beam envelope in the vertical (y) direction. The arrows represent collimators

and slits in the beam path, and the dotted line is the momentum dispersion

measured in cm/% in the x direction.

Figure 2.2: The beam tune for the 1997 data run. The top part of the graph

represents the x direction, and the bottom the y direction. The arrows indicate

collimation, and the dotted line is the beam momentum dispersion, measured in

cm/%. These calculations were made with the TRANSPORT program.

2.2 1997 Apparatus

2.2.1 CsI Detector

The CsI detector is an array of 44 optically isolated CsI crystals (see Fig. 2.3).

This array can be divided into 21 \outer" crystals, which comprise the outer

ring of detectors, and 23 \inner" crystals. These 44 crystals are a subset of 240
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Figure 2.3: Array of 44 pure CsI crystals used during the 1997 beam time.

crystals which, when assembled, form a spherical detector covering � 80% of 4�

steradians (see Fig. 2.4). The completed sphere has an inner radius of 26.0 cm

and an outer radius of 48.0 cm. The individual CsI crystal shapes are calculated

from a class II geodesic breakdown of an icosahedron [10]. From the breakdown,

nine di�erent crystal shapes of varying frequency result (see Tab. 2.2).

Light output from the CsI crystals is collected and ampli�ed with photomul-

tiplier tubes of three inch and two inch diameter, for whole and half crystals,

respectively. The photomultiplier tubes, Thorn EMI 9822QKB and 9923QKB,

have quartz windows which are transparent to the UV light emitted by the CsI

crystals. The tubes are coupled to the CsI crystals with optically transparent

Dow Corning SYLGARD glue.

In order to identify charged particles, an approximately half-cylindrical thin

plastic scintillator veto detector was placed in front of the 1997 CsI array (see
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Figure 2.4: The full PIBETA calorimeter of 240 pure CsI crystals.

Crystal Volume Type Name Quantity

Pentagon PENT 10

Hexagon A HEXA 50

Hexagon B HEXB 50

Hexagon C HEXC 50

Hexagon D HEXD 40

Half Hexagon D1 HEXD1 10

Half Hexagon D2 HEXD2 10

Veto 1 VETO1 10

Veto 2 VETO2 10

Table 2.2: Nine CsI crystal volume types, and frequency of appearance in the

completed PIBETA calorimeter.
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Fig. 2.3). The detector is comprised of eight thin Bicron BC-400 [3] plastic

staves coupled to light guides and one-inch Burle S83062E [4] photomultiplier

tubes. The staves have a thickness of 3.2 mm, a width of 4.0 cm, and a length

of 300 mm.

2.2.2 NaI Detector

The NaI detector is an 8�8 array of optically isolated NaI(Tl) Polyscin

R

scintillator bars. The dimensions of each bar are 63.5�63.5�406 mm

3

. The

array is encased inside an air-tight container. The lateral and rear walls of the

container are comprised of 19 mm thick aluminum plates. Covering the front

face of the array is a 0.5 mm thick steel sheet, layered with 20 mm of styrofoam

and 2 mm of aluminum foil. Light output from the scintillator bars is read

with 64 photomultiplier tubes (Philips PM2202) which are coupled to the NaI

by 64 pyrex windows with 60 mm Plexiglas light guides. For charged particle

identi�cation, a 1 cm thick 54.6�54.6 plastic veto covers the front face of the

array. A diagram of the detector is shown in Fig. 2.5. [1]

PMT’s

Plastic Veto

NaI(Tl)

Figure 2.5: Cross section of the array of 64 NaI(Tl) rectangular crystals.
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2.2.3 Liquid Hydrogen Target and Beam Counters

The geometric reconstruction of the liquid hydrogen target used in the mea-

surements and Monte Carlo simulation is shown in Fig. 2.6. The target housing

encloses a cylindrical volume of liquid hydrogen, of radius 2 cm and height 8 cm.

The liquid hydrogen sits in a cylindrically shaped mylar container of wall thick-

ness 150 �m.. The mylar container is surrounded by vacuum, which is enclosed

by an aluminum cylindrical housing of inner radius 6.0 cm and wall thickness

1 mm. In the path of the incident beam is a 2 cm thick CH

2

degrader and

2.4 cm of

12

C degrader. This con�guration of degraders produces the maximum

stopping rate for pions in the liquid hydrogen target.

Figure 2.6: Geometric reconstruction of the liquid hydrogen target used in the

GEANT simulation of the Panofsky Ratio measurement. The liquid hydrogen

is contained in the aluminum cylindrical object in the center. the rectangular

objects are a series of carbon degraders which ensure that the 116 MeV/c �

�

beam stops approximately in the center of the liquid hydrogen.
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The beam counter B0 is a thin plastic scintillator, placed immediately before

the quadrupole magnet in the �e1 area. The beam counter B1 is a thin plastic

\pill" shaped counter, placed between the quadrupole and the liquid hydrogen

target. It is attached to the 2.4 cm of

12

C degrader described in the previous

paragraph. Its active area is 1�1 cm, with a thickness of 0.2 cm.

2.2.4 �e1 Area Layout

Figure 2.7 shows the �e1 area layout for the Panofsky Ratio measurement.

The 116 MeV/c negative pion beam comes from the right of the �gure. The

CsI and NaI detectors are placed 180

�

apart. The liquid hydrogen target is

positioned in the beam, between the CsI and NaI arrays. The B0 and B1 beam

counters are located immediately before the quadrupole and before the target,

respectively.

With this experimental layout, it is possible to detect the nearly anti-collinear

photons from the reaction ��p ! �

0

n ! 

n, as shown in Fig. 2.8. This

detection requires a \two arm trigger" (See Sec. 2.2.5).

2.2.5 Electronics and Trigger Con�gurations

Components of Event Triggers

The CsI array is a subset of the �nal 240-element CsI spherical detector, as

noted in Sec. 2.2.1. In order to de�ne the trigger for the 240-element detector,

the sphere has been divided into sixty overlapping clusters of CsI crystals. These

clusters are then divided into ten superclusters. The size of the clusters and su-

perclusters have been designed for optimum trigger e�ciency, noise suppression,

and event pile-up rejection in the detection of �70 MeV photons from the pion

beta decay �

�

! �

0

e

�

�

e

! 

e

�

�

e

[10].

As a subset of the �nal spherical detector, the 44-element array contains
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Figure 2.7: Beam area (�e1) layout for Panofsky Ratio measurement. The

116 MeV/c �

�

beam comes from the right of the �gure, and stops in the liq-

uid hydrogen target (shown as the small circular object in the �gure). The CsI

(larger circular object) and NaI arrays are shown to be positioned 180

�

apart,

out of the path of the beam.

representative crystals from ten of the clusters and three of the superclusters.

The array is triggered when the sum of the analogue to digitial converter (ADC)

values from one cluster exceeds a threshold of approximately 5 MeV. Speci�cally,

the CsI trigger is equal to the logical OR of the three superclusters, which is

equivalent to the logical OR of the ten clusters.

Like the CsI array, the NaI array is divided into subsections of detectors in

order to de�ne the trigger. In the 8�8 array, there are 36 `inner' crystals, and 28

`outer' crystals. The NaI array is triggered when the sum of the ADC values of
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64 NaI blocks, 63.5x63.5x406 mm3

Plastic
Veto

π− beam

L H2 target

Plastic Veto

γ

γ
44 CsI crystals

Figure 2.8: Experimental layout for the Panofsky Ratio measurement, showing

the detection of the two nearly anti-collinear photons from the reaction ��p !

�

0

n! 

n

the inner detectors exceeds a discrimator threshold equivalent to approximately

50 MeV, and the sum of the ADC values of the outer detectors is less than

another threshold of approximately 15 MeV.

Another component to the event triggers is the coincidence between the beam

counters B0 and B1. This coincidence is included in the event trigger to ensure

the presence of a beam particle, and to select the correct type of beam particle.

For the 116 MeV/c �

�

beam, there is an electron contamination of a few percent.

Due to the thickness of the B1 counter, one can discriminate between pions

and electrons by their time of 
ight. Figure 2.9 shows a reconstruction of the
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coincident signals from B0 and B1, with the timing set to exclude electrons from

the trigger.

pions

10 ns

3 ns

7.5 ns

B0

B1

10 ns

electrons

Figure 2.9: Logic pulses forming the coincidence between beam counters `B0'

and `B1'. The beam electrons are excluded from the coincidence by their time of


ight.

Event Triggers

With the area layout described in Sec. 2.2.4, it is possible to construct both

a single arm and a two arm coincident trigger. The two arm trigger is used

to detect the two approximately anticollinear photons emitted after the single

charge exchange reaction �

�

p! �

0

n. It incorporates both the CsI and the NaI

detectors, as well as the B0�B1 coincidence. The trigger thresholds on the CsI
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and NaI arrays are set as described in Sec. 2.2.5. The timing of the two arm

trigger, shown in Fig. 2.10, is such that the CsI array starts the time to digital

converter (TDC).

20 ns

3 ns

CsI_Hi

NaI

Inner

B0*B1

Figure 2.10: Reconstruction of the signals for the two arm trigger con�guration

(CsI� NaI Inner �NaI Outer� (B0� B1).

The two single arm triggers are comprised of the B0�B1 coincidence, and

one of either the CsI or NaI detectors. In this way, it is possible to detect the

photons from the single charge exchange reaction and the 129 MeV photon from

the pion capture reaction �

�

p ! 
n. Like the two arm trigger, the thresholds

for triggering the arrays are set as noted in Sec. 2.2.5. The timing of each single

arm trigger is determined appropriately by the CsI and NaI arrays. The CsI

single arm trigger con�guration is shown in Fig. 2.11.

The rates for the single arm and two arm triggers depend on that of their

components. These trigger component rates for the 116 MeV/c beam runs are
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20 ns

3 ns

B0*B1

trigger

10 ns

CsI_Hi

Figure 2.11: Reconstruction of the signals for the CsI one arm trigger con�gu-

ration (CsI� (B0� B1)).

summarized in Table 2.3. The schematic of the electronics used in the 1997 beam

time are shown in Figs. 2.12 through 2.20.

Counter Rate

(Pulses/sec.)

B0 370k

B1 130k

B0�B1 91k

CsI Hi 6k

CsI Lo 9k

NaI Inner Hi 1k

NaI Inner Lo 2k

NaI Outer Hi 1k

NaI Outer Lo 3k

Table 2.3: Experimental rates for 1997 Panofsky Ratio measurement.
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Chapter 3

Tomography of Scintillators

3.1 ExperimentalMotivation for Scintillator To-

mography

In order to calibrate the GEANT Monte Carlo simulation of the PIBETA

detector response, it is necessary to account for the light output and position-

dependent nonuniformities of each CsI crystal in the calorimeter. These quanti-

ties are entered into the simulation as a smearing factor and a spatially dependent

weighting function in the crystal energy depositions. This chapter discusses the

experimental techniques used to measure the light output and nonuniformities

of the crystals, and the results of the measurements.

The light output, expressed in terms of number of photoelectrons per MeV

deposited by minimum ionizing particles, can be measured by making use of

the fact that the photoelectron statistics follow a Poisson distribution. Such a

distribution is a limiting form of the binomial distribution

P (r) =

N !

r!(N � r)!

p

r

(1� p)

N�r

; (3.1)

where p is the probability of success in a single trial, N is the number of trials,

and P (r) is the probability of r successes in N trials. The Poisson distribution
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arises in the limiting case where p! 0 and N !1, and takes the form

P (r) =

�

r

e

��

r!

; (3.2)

where � is the mean. This distribution lends itself to the description of photoelec-

tron statistics because of the low probability for a charged particle to interact

with one scattering center, combined with the presence of a large number of

scattering centers inside one CsI crystal. In a Poisson distribution, the standard

deviation � is equal to the square root of its mean. Consquently, if one repre-

sents the light output in the CsI crystal as the number of photoelectrons per

MeV n

p

times the energy deposited by minimum ionizing particles E, then one

can deduce

�

2

=

E

n

p

: (3.3)

Using this relation, one can extract the number of photoelectrons per MeV from

the slope of a graph of sigma squared plotted against energy.

The light output nonuniformities are measured through the transmission to-

mography of the CsI crystals, using high energy cosmic muons as the probe.

By determining the light output and muon trajectory length in the crystal, one

can calculate the spatial light output nonuniformity, normalized over pathlength.

This can be done in both the longitudinal and transverse directions. These direc-

tions correspond to the z and x axes, respectively, which are shown in Figure 3.1.

3.2 Experimental Apparatus

3.2.1 Cosmic Muon Tomography Detector

In order to measure the spatial light output nonuniformity, Thorn EMI

9822QKB photomultipliers are coupled to the CsI crystals with optically trans-
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x

z

y

Figure 3.1: Geometry and coordinate system for a hexagonal CsI crystal. The Z

axis represents the longitudinal direction, and the X axis represents the trans-

verse direction.

parent Dow Corning SYLGARD glue, and are placed into a designated light-tight

aluminum `Cosmic Muon Tomography' (CMT) box. Two pairs of 
at, multi wire

drift chambers (MWDC) are mounted above the box, and one pair is �xed be-

low it. By having a total of three wire chamber pairs, the muon trajectories

can be both reconstructed and checked for scattering. The wire chambers have

an e�ective coverage of about 60�60 cm. Under the box and chambers there

are two 1 cm thick plastic scintillators (`SB1' and `SB2'), and just above the

scintillators there is a 5 cm thick layer of lead bricks. Figure 3.2 shows a dia-

gram of the apparatus. The lead bricks serve to help stop cosmic muons with

kinetic energies lower than �160 MeV, as shown with the Monte Carlo simula-

tion. This ensures that the accepted muons are minimum ionizing particles that

travel straight through the crystals and the entire apparatus.

Six crystals can be positioned in the box at one time, and are connected to

signal and high voltage cables which feed through from the electronics outside

the box. The trigger for an acceptable cosmic muon event consists of at least

one crystal being hit, in coincidence with a signal from both scintillators. The



CHAPTER 3. TOMOGRAPHY OF SCINTILLATORS 38

Figure 3.2: Monte Carlo simulation of penetrating cosmic muons interacting with

the CMT experimental apparatus. Two of a possible six CsI crystals positioned

in the apparatus are shown. The lower three black rectangular objects are multi

wire drift chambers (MWDC); two are above the box and one is below the box.

Also shown is a layer of 5 cm thick lead brick below the lowest MWDC, and two


at plastic scintillators at the bottom.
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trigger rate is approximately 1 Hz, which means that each crystal requires one

week to be reliably tomographed. Although the wire chamber information is

not used to de�ne the trigger, it is used o�ine to reconstruct the trajectories

of the accepted muons and to reject particles with scattered trajectories. The

electronics logic is shown in �gure 3.3

The number of photoelectrons per MeV is measured by attaching a light

emitting diode (LED) to the CsI crystal. It is then clocked to 
ash at 10 kHz.

The trigger for an `LED' event is simply a signal from at least one of the six

crystals in the box. The light intensity from the LED is varied to produce peaks

equivalent to �10 MeV to �100 MeV in �ve or six steps, which produces �ve

or six discrete peaks in the detector's recorded energy spectrum. By plotting

the square of the standard deviations against the means of these peaks, one

can extract the number of photoelectrons per MeV from the slope, as shown in

Fig. 3.4.

3.2.2 Radioactive Source Tomography Apparatus: RASTA

Slow counting rates with cosmic muons, coupled with the requirement of high

statistics for accurate tomography analysis, result in CMT run durations that are

impractical for treating all 240 CsI detector elements. Therefore, an alternative

method has been developed to tomograph the CsI crystals. The Radioactive

Source Tomography Apparatus (RASTA) utilizes a

137

Cs source instead of cosmic

muons as the tomography probe. The source, which emits 0.66 MeV photons, is

scanned over the length of the crystal in 2 cm steps. A diagram of the RASTA set-

up is shown in Figure 3.5. The trigger rate for this operation is roughly 3 kHz,

which is much higher than the 1 Hz rate for the CMT apparatus. Consequently,

each crystal can be tomographed by RASTA in about one hour, as compared to

one week in the CMT apparatus.
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Figure 3.4: Graph of �

2

against Energy for pentagonal crystal \S003". From the

inverse of the slope of the graph, one �nds that the number of photoelectrons per

MeV for this crystal is 96/MeV.

Figure 3.5: Radioactive Source Tomography Apparatus (RASTA). A

137

Cs source,

collimated by a 6 mm diameter hole bored through a 5 cm thick lead brick, is

scanned along the surface of the crystal by a step motor, in 2 cm increments.
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Like the CMT apparatus, the RASTA apparatus is a dark box with feed-

through connectors for the signal and high voltage cables from the electronics

outside the box. The RASTA apparatus can accomodate one CsI detector at a

time. The trigger for one event consists of a signal from the CsI detector. The

electronics logic is shown in Figure 3.6. The number of photoelectrons per MeV

is measured with the RASTA apparatus using the same technique as in the CMT

box, which is described in Section 3.2.1.

Figure 3.6: Schematic of the electronics the RASTA apparatus. The trigger for

one event consists of a signal from the CsI detector.
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3.3 Results and Discussion

3.3.1 Cosmic Muon Tomography Results

Crystal Light Collection Nonuniformities

The �rst step in the data reduction for light nonuniformity calculations with

the CMT device, after pedestal subtraction and gain matching, is to describe the

geometry of the scintillator in the reference frame of the dark box. This infor-

mation is needed in order to translate the wire chamber trajectories into particle

entry and exit points in the scintillator volume, which are then used to calculate

the muon pathlength. The CMT coordinate system is shown in Figure 3.7, with

six CsI crystals and photomultiplier tubes appropriately positioned. From the

�gure, one can see that there are actually two coordinate systems; one for the

three crystals on the left, and one for the three crystals on the right. In this way,

the positive z-axis always points from the narrow front face of the crystal, to the

wide back face. As a check in the geometry, one can plot the reconstructed muon

entry and exit points in the three orthogonal planes to see that they form the

outline of the CsI crystal volume. Figure 3.8 shows these plots for one hexagonal

CsI crystal.

Finally, using the calculated pathlength and the ADC value for each event,

one can determine the average light output per unit pathlength integrated over

the trajectory de�ned by the entry and exit points.

The light output per unit pathlength can be plotted along the axes of the

crystal. Figure 3.9 shows the light output per unit pathlength (`s=d') along

the longitudinal (z) and transverse (x) axes for two CsI crystals. To represent

the longitudinal light nonuniformity of the crystal, the graph has been �t with

straight lines in three separate regions: the front 10 cm of the crystal, the middle

8 cm, and the back 4 cm. These boundaries have been chosen by inspection of
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z

z

x

y

y

x

Figure 3.7: Coordinate system of CMT apparatus with six CsI crystals and pho-

tomultiplier tubes in place. The two coordinate systems shown correspond to the

left three crystal positions and the right three crystal positions, respectively.



CHAPTER 3. TOMOGRAPHY OF SCINTILLATORS 45

Figure 3.8: Reconstructed entry and exit points of cosmic muons in one CsI

crystal.
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apparent discontinuities in the nonuniformity spectrum. The slopes of the �tted

lines, divided by the average value of the light output per pathlength in the

region of interest, represent the spatial nonuniformities of the light output for

the crystal in percent per centimeter.

Figure 3.9: Light output per unit pathlength as a function of the longitudinal (left

panel) and transverse (right panel) average crystal coordinate, for one hexagonal

CsI crystal. The longitudinal nonuniformity is quanti�ed with the slopes of three

straight lines (shown), which are �t to the plot in three predetermined regions.

The �tting algorithm used is a \maximum likelihood" method [16]. A chi-

squared �tting routine was also tried, but was not successful due to the in
uence

of a small number of points which were much higher than the majority. The

maximum likelihood method minimizes the sum of the absolute deviations

N

X
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i
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where �

i

is the standard deviation of each measurement y

i

. The maximum

likelihood method is useful in cases where a Gaussian model for measurement

errors is a bad approximation. It assumes that the measurement error is the

same for all data points, thereby minimizing the in
uence of data points which

deviate greatly from the majority of the measurements.

To visualize the light output distribution qualitatively, one can make a two

dimensional histogram of the light output per pathlength as a function of the

axial and transverse coordinates. Figure 3.10 shows such a histogram for one

hexagonal crystal.

Figure 3.10: Two-dimensional light output per pathlength of one hexagonal CsI

crystal, projected onto the horizontal plane.
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Results of Light Output Measurements

The analysis of the LED spectra also involves several steps. First, an energy

calibration is done based on the expected position of the muon peak. Next, the

�ve or six discrete energy peaks are �t with a Gaussian function to determine

their means and standard deviations. Finally, the slope of the graph of sigma

squared against energy is measured and the number of photoelectrons per MeV

(n

p

) is extracted, as described in Section 3.1.

3.3.2 RASTA Results

The light output nonuniformity results from the RASTA apparatus are rea-

sonably consistent with those from the CMT box. Discrepancies arise from the

di�ering detection mechanisms in each apparatus, and from the varying pro-

cesses by which 0.66 MeV photons (RASTA) and �1 GeV muons interact with

the CsI material. These di�erences are manifested as follows:

� The 0.66 MeV photons from the

137

Cs source are not minimum ionizing

particles in the CsI. Their energy is also below the 1.022 MeV e

+

e

�

pair pro-

duction threshold. Therefore, they interact with the CsI primarily through

Compton scattering and the photoelectric e�ect. Because materials with

higher atomic number Z are the most favored for photoelectric absorption

in the �1 MeV range, the CsI is particularly responsive to the 0.66 MeV

photons in this way.

Unlike the 0.66 MeV photons, the �1 GeV cosmic muons are minimum ion-

izing particles, and interact by ionizing the molecules in the CsI. In general,

they exhibit very little brehmstrahlung due to their energy and relatively

large mass. Any muons which do scatter and emit brehmstrahlung are

identi�ed as such, and are ignored to preserve accurate tracking informa-



CHAPTER 3. TOMOGRAPHY OF SCINTILLATORS 49

tion.

� There is a di�erence in the distribution of energy deposition between the

RASTA and CMT apparatus. The cosmic muons transfer their energy uni-

formly along their tracks in the CsI material. On the other hand, while

the 0.66 MeV photons from the

1

37Cs source can probe the entire volume

of the crystal, the Monte Carlo simulation shows that they deposit six

times as much energy near the crystal surface as they do at the central (z)

axis. [8] This feature leads to the extraction of di�erent optical nonunifor-

mity coe�cients, because of inherent averaging over varying scintillation

volumes in the two methods.

� Finally, the position resolution of each event in the RASTA box is deter-

mined by the position of the collimated

137

Cs source, and not through

tracking with wire chamber data as in the CMT apparatus.

Figure 3.11 shows the light output collection nonuniformity slopes for hexago-

nal crystal S034 from both the RASTA and CMT apparatus. There is reasonably

good agreement in the region 0 < z < 10 cm. The tomography results for both

methods are quanti�ed for crystal S034 in Table 3.1.

Method Slope 0:10 cm Slope 10:18 cm Slope 18:22 cm

CMT 0.7�0.1(%/cm) -1.0�0.3(%/cm) -11.261�4(%/cm)

RASTA 0.77 (%/cm) -1.88 (%/cm) -5.8 (%/cm)

Table 3.1: Comparison of light output collection nonuniformities for crystal S034,

measured with CMT and RASTA.
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Figure 3.11: Comparison of tomography results for hexagonal crystal s034, using

the RASTA apparatus (left panel) and the CMT apparatus (right panel). The

three �tted lines in each case depict the nonuniformity results for the regions

0:10 cm, 10:18 cm, and 18:22 cm.

3.4 Tomography of PIBETA Plastic Veto Staves

The optical properties of six of the Bicron BC-400 thin plastic staves which

make up the twenty-element PIBETA cylindrical veto hodoscope have been char-

acterized using the CMT apparatus. These measurements were di�cult to make,

due to several factors. First, two of the six multi wire drift chambers in the

CMT apparatus experienced an electrical short somewhere inside the enclosed

gas chambers. Thus, because extensive repairs to the wire chambers were needed,

the measurements were halted with the limited number of cosmic muon events

which had been collected prior to this. Secondly, the plastic staves are 60 cm

long, which limits the uniformity of the cosmic muon event acceptance. Specif-

ically, the active area of the CMT apparatus is 60�60 cm

2

, but is not uniform

over this region. As a result, the ends of the plastic staves appear to be less

illuminated than the middle, which a�ects the extraction of quantities such as
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attenuation length and index of refraction. The geometry speci�cations of one

plastic veto stave are depicted in Figure 3.12.

40.9 mm

x

y

z

600 mm3.2 mm

41.9 mm

Figure 3.12: Geometry of plastic veto stave. Not shown are the light guides and

photomultipliers at each end.

In order to measure the scintillator light output nonuniformities and attenu-

ation lengths, the staves have been coupled to light guides and arranged in the

tomography box as follows:

� The staves have been arranged in the box in stacks of three, separated

vertically by aluminum spacers. In this way, it is possible to determine

both light output and timing information.

� Burle S83062E bialkali cathode photomultiplier tubes have been coupled

with an air gap to the lightguides at each end of the stave, with HV and

signal cables feeding through from the electronics outside the box. The

electronics logic is essentially the same as that of the CsI crystal tomogra-

phy, a schematic of which is shown in Figure 3.3.
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� The trigger consists of a signal from any one of the the six ADC channels,

in coincidence with both plastic scintillators 'SB1' and 'SB2'.

As a �rst check in the analysis, one can plot the reconstructed entry and

exit points of the cosmic muons intersecting the staves, extracted from wire

chamber information. The results serve to check the reconstructed geometry

and orientation of the set-up. Figure 3.13 shows the extracted entry and exit

points for one stave, in the x� y, x� z, and y � z planes.

Figure 3.13: Reconstructed coordinates of cosmic muon hits in plastic veto stave.

The axial light output per unit pathlength can be plotted for each end of

the stave, using the appropriate ADC channel value divided by the calculated
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pathlength. A typical plot of the light output per unit pathlength against the

axial direction is shown in Figure 3.14, measured from both ends of the stave. By

Figure 3.14: Light output per unit pathlength as a function of axial direction for

plastic veto stave, measured from both ends of the stave. The arrows represent

the length of the actual stave.

�tting the scatter plot with an exponential function of the form f(x) = e

�x+C

,

where � and C are constants, one can determine the 1/e attenuation length

�

�1

. The �t was done using the \maximum likelihood" method described in

Section 3.3.1. The measured attenuation lengths have been tabulated for the six

studied staves in table 3.2. A conceptual diagram of the light attenuation along

the stave is shown in Figure 3.15

The transverse light output per unit pathlength is plotted in Figure 3.16,

measured from both ends of the stave. The plots have been �t with a straight

line, the slope of which can be used to calculate the transverse nonuniformity in

percent per centimeter. The results are reported in table 3.2.

In order to view the light output per unit pathlength without the attenuation,

it is useful to plot the `geometric mean'M of the two ADC values from each end
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1 s =
2

s = λ

µ

Ae
−

L-z

  z

Ae
z/λ - (L-z)/

Figure 3.15: Light attenuation along the length of a plastic veto stave.

Figure 3.16: Light output per unit pathlength plotted against the transverse di-

rection for one plastic veto stave.

of the stave. This quantity is de�ned as

M =

p

s

1

s

2

; (3.6)

and is independent of position. The geometric mean in the axial direction is

plotted in Figure 3.17. From the �gure, one can con�rm that the geometric

mean of the ADC values from each end of the stave is constant with respect to
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Figure 3.17: Geometric mean of the light output per unit pathlength for one stave,

in the axial direction. The arrow represents the length of the stave.

position.

The light output per unit pathlength can also be reconstructed in two dimen-

sions. A typical example is shown in Figure 3.18, which depicts the light output

per unit pathlength in both the axial and transverse directions, from each end

of the stave.

As a check in the tomography measurements, it is useful to calculate the index

of refraction for each stave. This can be done by graphing ln(s

1

=s

2

) against t

1

�t

2

,

where s

1

and s

2

are the ADC values at each end of the stave, and t

1

and t

2

are

the TDC values for each end of the stave. Figure 3.19 shows such a plot, with

the straight line �t used to determine the slope. This �t was also done with the

maximum likelihood method. From Figure 3.15, s

1

and s

2

have the values

s

1

= Ae

��x

(3.7)

s

2

= Ae

��(L�x)

: (3.8)

If the velocity of light in the stave is v, then t

1

= x=v, and t

2

= (L � x)=v.
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Figure 3.18: Reconstructed two-dimensional of light output per unit pathlength

for plastic veto stave. Each histogram represents the output read by one photo-

multiplier tube at the end of the stave.

Consequently, the slope of a graph of ln(s

1

=s

2

) plotted against t

1

� t

2

is equal

to ��v. By measuring this slope m, one can calculate the e�ective index of

refraction n in the following way:

n =

c

�m=�

: (3.9)

Table 3.2 lists the results of the plastic veto stave tomography. The error bars

are quite large in some cases. As explained above, the cosmicmuon statistics were

limited by a malfunction in the multi wire drift chambers. Another contribution

to the uncertainty was the nonuniform acceptance of the CMT apparatus over

its active area. This led to di�culty in determining the attenuation lengths

accurately from a �t to the data. The expected attenuation length for the Bicron

BC-400 plastic scintillator material is 160 cm. [3]. However, this speci�cation has

been measured for a 1�20�200 cm cast sheet of the plastic scintillator material.

This di�erence in geometry from that of the PIBETA plastic veto hodoscope
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Figure 3.19: Graph of the log of the ratio of the two ADC values from each end of

one plastic veto stave, plotted against the di�erence in TDC values for each end

of the stave. The slope of the straight line �t to this graph is used to determine

the index of refraction of the stave.

Stave �

�1

1

�

�1

2

Transverse Index of

(PMT 1) (PMT 2) Nonuniformity Refraction

(average PMT 1-2)

1 37�15 cm 45�50 cm -1.3�5%/cm 2.8�1.8

2 44�350 cm 45.7�70 cm -1.0�4%/cm 2.3�3.2

3 207�200 cm 50�200 cm 1.1�5%/cm 1.7�0.7

4 31�130 cm 36�65 cm 0.9�4%/cm 2.7�2.6

5 48�100 cm 51�150 cm 1.8�5%/cm 7.1�40.0

6 47�100 cm 36�100 cm 0.1�4%/cm 2.0�1.3

Table 3.2: Tomography results for six studied plastic veto staves.



CHAPTER 3. TOMOGRAPHY OF SCINTILLATORS 58

staves accounts for the tendency toward a discrepancy between the measured

values in table 3.2, and the manufacturer's speci�cations.

The expected value for the index of refraction n of the plastic stave material

is 1.5. From the table it is clear that the measured values for n tend to be higher

than this value. This is an expected result, due to the increased pathlength

travelled by light undergoing many total internal re
ections along the length of

the stave. The TDC values for the light output depend on the discrimator levels,

as only a small fraction of light travels straight down the length of the stave to

stop the TDC early. The majority of the emitted light is re
ected multiple times

in the stave before reaching the PMT, which results in a larger TDC value and

a larger value for n.



Chapter 4

Energy Calibration of Pure CsI

Detectors

4.1 First and Second Level Pedestal Corrections

The pedestal value of the ADC output is an e�ective o�set. It is de�ned

by the integration of the excess signal from the gate pulse which allows current

to pass into the ADC. In order to correct for this o�set, the pedestal values

are measured and recorded periodically during data acquisition for each ADC

channel. This is done by using a clock as the trigger, which avoids the acceptance

of data signals from the various detectors. Then, during the data replay, these

pedestals are subtracted from their respective ADC channels, on an event by

event basis.

Following the �rst (absolute) pedestal subtraction, a second pedestal sub-

traction algorithm is implemented to remove low energy common mode noise

from the data. The second pedestal subtraction algorithm works as follows:

� Groups of ADC channels are de�ned according to observed correlations in

their noise spectra.

� For each event, the algorithm selects the channel from each group with the

lowest ADC value. The detector associated with this channel is assumed
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not to have registered light from an electromagnetic shower.

� A noise threshold is de�ned which is equal to the lowest ADC value in each

group plus a prede�ned o�set.

� The events in each group which fall below this noise threshold are averaged,

and then subtracted from each channel's ADC value in the group.

Figure 4.1 depicts a typical pedestal spectrum, before and after the second

pedestal subtraction algorithm. One can see that noise level decreases from

t40 channels (1.6 MeV) to about 5 channels (0.2 MeV). Figure 4.2 shows the

44 CsI pedestal spectra, after the �rst and second pedestal subtraction have

been implemented. By inspection of this histogram, one can see that a summing

threshold of T

CsI

= 5 channels (0.2 MeV) can be chosen to separate noise from

data. All CsI ADC values which are below T

CsI

are considered to be noise and

are ignored, while all that are above T

CsI

are summed as data.

The �rst and second pedestal subtraction algorithms are also applied to the

64-element NaI array, after which one can safely select T

NaI

= 10 channels

(0.4 MeV). Figure 4.3 shows the 64 NaI pedestal spectra after the �rst and

second pedestal subtractions. This discrepancy between T

CsI

and T

NaI

is due to

the fact that the ADC gate width for the NaI detectors was longer (800 ns) than

that of the CsI detectors (100 ns). Hence, more low energy noise was integrated

by the ADC for the NaI channels.

Finally, one can see the root mean square values for the corrected CsI and NaI

pedestal histograms in Fig. 4.4. The root mean square value x

rms

is calculated

as

x

rms

=

v

u

u

t

1

N

X

i

(x

i

� �)

2

; (4.1)
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Figure 4.1: CsI Pedestal spectra before and after second pedestal subtraction

algorithm has been implemented.
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Figure 4.2: Final CsI pedestal spectra after both �rst and second pedestal correc-

tions, viewed from two di�erent angles.
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Figure 4.3: Final NaI pedestal spectra after �rst and second pedestal corrections,

viewed from two di�erent angles.
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Figure 4.4: Root mean square x

rms

values of the corrected CsI and NaI ADC

pedestal histograms.
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where x

i

is the ADC value of the ith bin in the pedestal histogram, � is the

mean, and N is the total number of events.

4.2 Gain Matching

4.2.1 Gain Matching Algorithm

In the 1997 data run, there were two beams: one of 70 MeV/c positrons, and

one of 116 MeV negative pions (see Chapter 2). Clearly, the 70 MeV/c positrons

can be treated as monoenergetic particles in the gain matching. Likewise, the

116 MeV/c �

�

beam incident on the liquid hydrogen target leads to the reaction

�

�

p ! 
n, where the outgoing photon is monoenergetic at 129 MeV/c. Conse-

quently, it is possible to apply nearly identical gain matching algorithms to data

from both beams, based on the presence of monoenergetic particles in each one.

The detector gain matching for monoenergetic particles is accomplished by

an iterative algorithm which aligns the peak positions of the summed 44 CsI

and 64 NaI detector histograms. Each of these histograms contains the summed

energy deposited into the calorimeter per event, with the requirement that 50%

of the shower be contained in the crystal of interest. By applying the software

gain corrections produced in the gain matching algorithm, the peak positions

are placed into a channel which is close to the individual online peak positions.

These online peak positions were chosen based on the following:

� The ADC unit has 4096 channels.

� Events which are relevant to the Panofsky Ratio measurement and positron

runs deposit up to 100-120 MeV into the calorimeter.

Therefore, the 70 MeV positron peak is placed into approximately channel 2100,

and, using slightly higher (t2-3%) PMT high voltages, the 129 MeV photon
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peak is placed into channel t3000. Finally, after the gain matching, an absolute

energy calibration is performed based on the results of the GEANT [7] Monte

Carlo simulation of the experiment.

The �rst step in the gain matching algorithm is to determine which crystals

were actually illuminated by the monoenergetic particles. This is done simply

by counting the number of events per detector in the histograms described in the

previous paragraph. Only crystals which contain a minimum number of events

in the histogram are included in the algorithm.

Next, the peak positions of the summed spectra are determined through a

�t with a Gaussian-exponential function. This function f(x) is described by

four parameters: height of the Gaussian h, mean of the Gaussian �, standard

deviation of the Gaussian �, and a transition point t between the Gaussian

and exponential function (see Fig. 4.5). By requiring that f(x) and f

0

(x) be

continuous at x = � + t, the function takes the following form:

f(x) =

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

he

�(x��)

2

2�

2

if x > (�+ t) and t < 0 or

x < (�+ t) and t > 0;

e

t

�

2

(

t

2

�(x��)

)

if x < (�+ t) and t < 0 or

x > (�+ t) and t > 0:

(4.2)

A typical �t with this function to a data spectrum resulting from a 70 MeV

monoenergetic positron beam is shown in Fig. 4.6.

After determining the peak position � from the �t to the data, the gain

correction factor Y is calculated as

Y =

X

�

; (4.3)

where X is the required peak position. The new gain G

0

is related to the previ-

ously calculated gain G by

G

0

= G � Y: (4.4)
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Figure 4.5: Gaussian-exponential function f(x), de�ned by the height h of the

Gaussian, the mean � of the Gaussian, the standard deviation � of the Gaussian,

and the transition point t between Gaussian and exponential.

The uncertainty in G

0

is propagated through the iterations. From the theory

of error propagation [2], for x = f(u; v),

�

x

2

= �

u

2

 

�x

�u

!

2

+ �

v

2

 

�x

�v

!

2

+ 2�

uv

2

 

�x

�u

! 

�x

�v

!

; (4.5)

and the error in the correction factor Y is calculated to be

�

Y

=

X

(�)

2

�

�

: (4.6)

Hence, the uncertainty in G

0

is propagated through iterations of the algorithm

as

�

G

0

2

=�

Y

2

(G

0

)

2

+ �

G

2

(Y )

2

(4.7)

=

X

(�)

2

�

2

�

(G

0

)

2

+ �

G

2

(Y )

2

: (4.8)
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Figure 4.6: Fit with a Gaussian exponential function, to data resulting from a

70 MeV monoenergetic positron beam.

The gain matching algorithm is allowed to iterate until the average change

in the gains �

gain

is less than the average standard deviation of the correction

factors Y ,

�

gain

<= �

Y

: (4.9)

When this condition is met, the gain matching algorithm has converged. Fig. 4.7

shows a plot of the standard deviation � of the CsI calorimeter's response func-

tion in a 70 MeV positron beam plotted against the iteration number of the gain

matching algorithm. One can see that the energy resolution of the calorimeter

improves with the convergence of the algorithm.
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Figure 4.7: Standard deviation � of the CsI response function in a 70 MeV

positron beam, plotted against the iteration number of the gain matching algo-

rithm.

4.2.2 Temporal Stability

The temporal stability of the CsI detector gains can be studied by plotting

the software gains against the data run number, for each illuminated CsI crystal.

Figure 4.8 shows this plot for the CsI detectors during�100 runs, or a time period

of �4 days. One can see that the gains show a large shift beginning at run 492,

at which time the CsI array was warmed from �14

�

C to �25

�

. The software

gains increase to compensate for the fact that the CsI crystals output less light

at warmer temperatures.
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Figure 4.8: Gain plotted against Run Number for the CsI detectors.



Chapter 5

Angular Resolution of CsI and

NaI Detector Arrays

5.1 Shower Origin Reconstruction Algorithm

In order to determine kinematically the momentum of the photons from the

reaction �

�

p ! pi

0

n! 

n, it is necessary to �nd the location of the photons'

entry into the calorimeter. In addition, it is useful to know where the resulting

electromagnetic shower originates, so that the neighboring crystal detectors may

be identi�fed, and appropiately summed or ignored (see Chapter 6).

The origin of the shower is reconstructed from the CsI and NaI crystal ADC

values (data) or energy depositions (simulation) using a geometric weighting al-

gorithm. The algorithm works by �rst �nding the fraction of energy q

i

deposited

in each crystal,

q

i

=

ADC

i

P

ADC

; (5.1)

where the sum in the denominator includes all CsI or NaI detectors. Next, the

coordinate x is calculated according to the weighting formula

x =

P

x

i

q

�

i

P

q

�

i

+ dx; (5.2)

where x

i

is the coordinate of the ith crystal, dx is a correction based on the
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angle of incidence of the particle with the detector array, and the exponent � is a

constant which is de�ned by the nature of the shower development in the CsI and

NaI arrays. The coordinates x

i

of the crystals in the NaI array are de�ned in a

Cartesian coordinate system, while those in the CsI array spherical. The values

of �

CsI

and �

NaI

are determined by optimizing the average angular resolution of

each crystal array in the GEANT Monte Carlo simulation. This optimization is

discussed in Sec. 5.2.

5.2 Angular Resolution Optimization

The average angular resolution of the CsI and NaI detector arrays has been

measured and optimized in the GEANT simulation. It is de�ned as the average

angular di�erence � between the direction of the thrown particles in the simu-

lation in terms of � and �, and the direction of the reconstructed shower origin

coordinates in terms of �

0

and �

0

. From Equ. 1.26, this angular di�erence � takes

the form:

� = acos(sin(�)cos(�)sin(�

0

)cos(�

0

) + sin(�)sin(�)sin(�

0

)sin(�

0

) +

cos(�)cos(�

0

)): (5.3)

The optimization of � for each detector has been done with respect to two

parameters: the ADC weighting exponents �

CsI

and �

NaI

from Equ. 5.1, and the

parameters �

CsI

and �

NaI

which are related to the shower penetration depth in

each detector. The latter are used to calculate an angle of incidence correction

in the shower origin reconstruction (see Sec. 5.2.2).

5.2.1 ADC Weighting Exponent

The values of the ADC weighting exponent �

CsI

and �

NaI

have been deter-

mined by optimizing the average angular resolution � of both the NaI and CsI
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detectors. Using the GEANT code to simulate the box spectrum of 55-83 MeV

photons from the single charge exchange reaction �

�

p ! �

0

n ! 

n, the aver-

age angular resolution � has been minimized with respect to �

CsI

and �

NaI

. The

plots of � against � are shown in Fig. 5.1 for the CsI and NaI detectors. The

cut imposed on these measurements requires that the sum of the energies de-

posited into the \inner" (See Chapter 2) detectors of each array exceed 50 MeV.

From Fig. 5.1, it is clear that the optimal values for the weighting exponents are

Figure 5.1: Angular resolution plotted against the ADC weighting exponent � for

CsI and NaI, with angle of incidence corrections.

�

CsI

= 0:8, and �

NaI

= 1:1.
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5.2.2 Shower Depth Parameter

The average angular resolution has also been minimized with respect to the

shower depth parameters �

CsI

and �

NaI

. These parameters are used to calcu-

late an angle of incidence correction which is applied (dx in Equ. 5.1) to the

reconstructed shower origin coordinates. This correction is important because

the incident particles are not necessarily normal to the surfaces of the crystals

in the detector arrays. Such a particle, with a non-zero transverse momentum

component, can result in a shower origin which is o�set from the actual impact

point of the particle with the calorimeter surface.

By assuming that the target is a point source, the angle of incidence of the

particle can be calculated for each event. This approximation holds as long as

the actual target size is small compared to the distance between the target and

detector arrays.

For the NaI detector, the angle of incidence correction is calculated along the

two directions in the plane of the front face of the array, x̂ and ŷ. The technique

used is similar to the one suggested by A. Bay et. al. [1]. The shift �x (or

�y) is applied according to Fig. 5.2, where �

NaI

is related to the electromagnetic

shower penetration depth and is a function of energy. From Fig. 5.2 one can see

that ds = �

NaI

sin( ).

For the CsI detector, which has a spherical geometry, the angular correction

d is applied to produce a shift in the

^

� and

^

� directions, which are also along

the front face of the array. First, the angle of incidence �

1

with the normal to

the detector surface is calculated in each direction

^

� and

^

�, as shown in Fig. 5.3.

Next, because the linear correction x is small compared to the distance to the

target r, one can assume that �

1

t �

2

. Assuming that the linear correction

x is much less than the sphere radius R, one can see from Fig. 5.3 that x t
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λ

reconstructed
hit point

NaI

hit point

ψ

ψ ds

NaI Arrayactual

Figure 5.2: Geometry used to calculate angle of incidence corrections d to

shower reconstruction coordinates in NaI array.

�

CsI

sin(�

2

) t �

CsI

sin(�

1

). Finally, the angular correction d in both the

^

� and

^

� directions takes the form

d 

�

=

x

r

�

=

�

CsI

sin�

1

r

(5.4)

The values of the shower depth parameters �

CsI

and �

NaI

have been chosen

for optimal average angular resolution. Figure 5.4 shows the plots of average

angular deviations � plotted against �, for 55-83 MeV photons from the reaction

�

�

p ! �

0

n in the GEANT simulation. One can see that the optimal values are

�

CsI

= 6 cm and �

NaI

= 9 cm. These penetration depths re
ect the fact that

the NaI crystals have a lower atomic number than the CsI crystals, shown in the

larger value for �

NaI

.

Finally, the event-by-event angular deviations � are plotted in Fig. 5.5, with

and without the angle of incidence corrections. It is clear that there is a sig-

ni�cant improvement with the inclusion of the correction. The CsI � decreases

from 2.3

�

to 1.8

�

, and the NaI � from 1.3

�

to 1.2

�

.
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CsIactual
hit point

reconstructed
hit point

λ

x

ψ

R=26.0 cm

sphered=55.9 cm

dψ

target
position

center

r

2

1β

β

Figure 5.3: Geometry used to calculate the angle of incidence correction d to

the reconstructed shower coordinates in the CsI array.
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Figure 5.4: Average angular deviation plotted against the shower penetration

depth parameter �, for the CsI array (top panel) and NaI array (bottom panel).
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Figure 5.5: Angular deviations �, with and without the angle of incidence cor-

rections, for the CsI array (top panel) and NaI array (bottom panel).



Chapter 6

Clustering Algorithm and

Calorimeter Response to

Photons and Positrons

The clustering algorithm discussed in this chapter is designed to facilitate

the study of optimal cluster size in the PIBETA calorimeter, for single particle

�nal states in the 44-crystal array. More speci�cally, for each event, only the

relevant crystal ADC values should be accepted and summed. The best cluster

size for events resulting in single particle �nal states is determined by optimizing

the following three quantities:

� Event reconstruction e�ciency

� Energy resolution

� Event pile-up rejection.

6.1 Cluster size de�nition

In order to study e�ciently the e�ect of cluster size on the above three items,

the algorithm allows for convenient cluster size variation. A cone of opening an-

gle 	 is de�ned, with its apex at the center of the detector (See Fig. 6.1). The
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ψ

Figure 6.1: Cone of opening angle 	 to de�ne size of cluster.

cone opens from the center to intersect a solid angle segment of the calorime-

ter, centered around the previously reconstructed origin of the electromagnetic

shower. This shower origin is found through an iterative combination of the

shower reconstruction process discussed in Chapter 5, and the cone algorithm

discussed in this chapter. The steps to reach the �nal cluster de�nition, begin-

ning with the shower reconstruction algorithm, are as follows:

1. The CsI crystal detectors with the highest three ADC values of the array

are identi�ed.

2. Using only the ADC values from these three crystals, the shower origin is

calculated according the procedure described in Chapter 5.
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3. A cone of opening angle 	 is placed around the shower origin, in order to

select a cluster of crystals.

4. Using the ADC values from the cluster in step 3, the shower origin is

reconstructed again.

5. Finally, the cone of opening angle 	 is placed around the shower origin

from step 4, which de�nes the cluster of crystals which is used to complete

the optimization study.

By implementing this algorithm, and recording the number of CsI crystals

which are intercepted by the solid angle cone for each opening angle 	, one

can see the characteristic number of crystals selected for various cluster sizes.

Figure 6.2 shows the number of crystals included in three cones of di�ering

opening angles 	.

Figure 6.2: Number of crystals intersected by the cone used for cluster de�nition,

for three di�erent opening angles 	 of the cone.
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6.2 Cluster Size Optimization

6.2.1 Energy Resolution

The optimal cluster size for best energy resolution has been found by applying

the cone technique to data obtained from a 70 MeV positron beam, and from a

subset of photons selected from the photon box spectrum in the reaction �

�

p!

�

0

n! 

n. This subset contains photons with energies close to 55 and 83 MeV,

and is selected kinematically by requiring that the relative angle � between the

two photons be greater than 175

�

(See Chapter 7). By interpolating between the

results for photons at these two energies 55 and 83 MeV, one can deduce and

plot the results for 70 MeV photons. Finally, due to the fact that the photons

were incident on the detector array isotropically, and the 70 MeV positron beam

was concentrated at the center of the array, a cut has been implemented in the

photon data such that less than 2 MeV are deposited in the outer ring of crystals.

Figure 6.3 shows the plot of energy resolution against cluster size for these two

data sets. One can see that the energy resolution appears to be optimal for a

cone angle of about 30

�

.

For comparison, the 70 MeV positron and 70 MeV photon data have been

simulated with the GEANT program. For the simulation, the 70 MeV photon

results have been taken directly from the monoenergetic response, and not from

the interpolation of the 55 and 83 MeV results. However, the 70 MeV photons

have been thrown isotropically at the 44-element array, and a cut of 2 MeV

on the outer ring has been implemented. Figure 6.4 shows the plot of energy

resolution against cluster size for the simulated 70 MeV positron and photons.

From this plot, one can see that the energy resolution approaches its optimal

value for an opening angle of 30

�

.
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Figure 6.3: Energy resolution, de�ned as full width half maximum divided by

peak position of the response function, plotted as a function of the cone opening

angle 	, for 70 MeV positron and interpolated 70 MeV photon data. The hori-

zontal dotted lines represent the asymptotic values for 360

�

summing. Less than

2 MeV have been deposited in the outer ring of crystals for the photon results.

6.2.2 Event Reconstruction E�ciency

The event reconstruction e�ciency has been studied by implementing an

algorithm which does the following:

1. For each event, the ADC values for the 44 CsI crystals in the array are

summed.

2. For each event, the ADC values for each of the CsI crystal contained in

the cluster de�ned by the cone from Sec. 6.1 are summed.
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Figure 6.4: Energy resolution, de�ned as full width half maximum divided by

peak position of the response function, plotted as a function of the cone opening

angle 	, for simulated 70 MeV positrons and 70 MeV photons. The dotted

horizontal lines represent the asymptotic values for 360

�

summing.

3. If the sums from steps 1 and 2 are both greater than or equal to 50 MeV,

then the event has been successfully detected by the cluster.

4. If the sum from step 1 is greater than or equal to 50 MeV, but the sum

from step 2 is less than 50 MeV, then the cluster has failed to detect the

event.
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Finally, the event reconstruction e�ciency is de�ned as the number of events suc-

cessfully detected by the cluster, divided by the total number of events detected

by the whole array of CsI crystals.

The optimal cluster size for best event reconstruction e�ciency can be in-

ferred from a graph of e�ciency plotted against 	, for simulated 70 MeV photons

and positrons. Again, it is clear that the e�ciency for 	 = 30

�

approaches the

ideal value which occurrs at 	 = 360

�

.

Figure 6.5: Event reconstruction e�ciency as a function of the cone opening

angle 	, for simulated 70 MeV photons and positrons. The dotted horizontal

lines represent the asymptotic values for 360

�

summing.
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From the plots in Figs. 6.3 through 6.5, one can deduce that the energy

resolution and event reconstruction e�ciency approach ideal values for a cone

opening angle of 	 = 30

�

. By inspection of the graphs in Fig. 6.2, one can see

that this corresponds to a cluster size of about 17 crystals, or one central crystal

surrounded by two concentric rings of crystals. This arrangement can be seen in

the two dimensional projection of the whole 240-element PIBETA calorimeter,

shown in Fig. 6.6.

Figure 6.6: Two dimensional view of PIBETA calorimeter. One can see that the

optimal cluster size of �17 crystals corresponds to one central crystal surrounded

by two rings of neighboring crystals.



Chapter 7

Pion Single Charge Exchange

and Capture Reactions

The pion single charge exchange and capture reactions, discussed in Chap-

ter 1, can be detected with a two arm trigger and one arm trigger con�guration,

respectively. The Panofsky Ratio, de�ned in Chapter 1 as the ratio of the rates

of these two reactions, is extracted from data taken with the single arm trigger.

7.1 Two Arm Trigger

The two arm trigger con�guration requires a signal from at least one of two

superclusters contained in the CsI array, in coincidence with a signal from the

inner NaI detectors, and signals from both beam counters (B0 and B1). Photons

emitted following the charge exchange reaction �

�

p ! �

0

n ! 

n are selected

by the trigger when they are approximately anticollinear in the lab frame, along

the line between the CsI and NaI arrays. The spectrum of measured opening

angles between the two photons is shown in Fig. 7.1.

The momenta of the two photons are determined kinematically from the

relative opening angle � between them, as discussed in Chapter 1. As � ! 180

�

,

the momenta of the two photons (k

1

and k

2

) approach 54.9 and 83.0 MeV,
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Figure 7.1: Spectrum of measured opening angles, with angle-of-incidence (AOI)

corrections, between the two photons originating from the pion single charge ex-

change reaction at rest. Charged particle events are vetoed by the plastic ho-

doscope.

respectively, as calculated in Chapter 1. By making a cut on the relative angle

�, one can select a range of photon energies. The spectra for four di�erent such

energy cuts are shown in Fig. 7.2. In order to check the e�ectiveness of the cut

on �, one can plot the di�erences between the thrown energies of the photons in

the simulation, and the monoenergetic endpoints of the photon box spectrum,

for varying values of �. As the cut on � becomes tighter, one should see the
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Figure 7.2: CsI energy spectrum for the two arm trigger con�guration, for four

di�erent minimum relative angles � (reconstructed) between the two photons from

the charge exchange reaction. Charged particle events are vetoed by the plastic

veto hodoscope.
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Figure 7.3: Di�erences between the 83.0 MeV (top panel) and 54.9 MeV (bottom

panel) endpoint and the thrown energies of the photon box spectrum from the

single charge exchange reaction, for four di�erent minimum relative angles �

(reconstructed) between the two photons. Charged particle events are vetoed by

the plastic hodoscope.
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energies of the two photons approaching 54.9 and 82.9 MeV. Figure 7.3 shows

these plots. It is clear that a cut of � > 175

�

is su�cient to reduce the spread in

thrown energies to � 1 MeV .

7.2 One Arm Trigger

7.2.1 Timing Corrections and Cuts

Time Slewing

An important step in the data analysis is to correct for slewing in the tim-

ing of the beam counter and the CsI detectors. The B0 beam counter slewing

can be observed by plotting the B0 ADC against B0 TDC, as shown in the left

panel of Fig. 7.4. The slewing is caused by the dependence of the B0 detec-

tor discriminator response on the B0 ADC pulse height. It is revealed by the

amplitude-dependent timing of the data points in the scatter plot. In order to

correct for the slewing, a function is devised to �t the graph and calculate the

deviation from a �xed timing o�set for every B0 ADC value. The best cor-

rection function was found to be a piece-wise straight line, positioned onto the

scatter plot by naked-eye inspection. The resulting plot, following the slewing

correction, is shown in the right panel of Fig. 7.4.

The time slewing in the CsI crystal TDC's is evident from the scatter plot

in the top panel of Fig. 7.5, showing the sum of the CsI ADC values plotted

against the B0 TDC. By inspecting the graph, one can see that the 129 MeV

photons from the pion capture reaction �

�

p ! n
 appear � 1 ns later in the

B0 TDC spectrum than do the box spectrum of photons. This timing di�erence

is caused by the fact that the CsI discriminators start the TDC for every event.

The slewing results from a spread in the TDC start times based on the di�ering

pulse heights from the individual CsI detectors. The corrected scatter plot,
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Figure 7.4: B0 beam counter ADC value plotted against the B0 TDC value, before

(left panel) and after (right panel) slewing correction.

shown in the bottom panel of Fig. 7.5, is obtained by �tting a straight line to

the uncorrected two-dimensional histogram in the top panel of Fig. 7.5, and using

this line to calculate the deviation from a �xed time for every value of the sum

of the CsI ADC values.

Beam Counter Timing Cut

After having corrected the beam counter timing for slewing, it is possible

to make a cleaner cut in its TDC spectrum to remove accidental events and

the fraction of the 8.9 MeV neutrons which passed the hardware trigger from

the pion capture reaction �

�

p ! n
. Because of the longer time of 
ight

of the neutrons in the CsI, they should appear earlier than the photons in the

B0 TDC spectrum, as can be inferred from the single arm trigger con�guration

discussed in Chapter 2. By placing a cut on the data requiring that the B0

TDC value is greater than 97.0 ns and less than 104.0 ns (see Fig. 7.5), one can
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remove the accidental events coming from other beam buckets, as well as the

characteristically slow neutrons.

Due to the timing cut on the B0 TDC spectrum, it is di�cult to avoid

cutting out events from the tails of the 

 box spectrum and the 129 MeV 


peak. Because of their relatively small pulse heights, these events may exhibit

slewing which places them outside of the timing acceptance window. To remedy

this problem, one can impose an energy threshold E

0

below which all events are

ignored in the extraction of the Panofsky Ratio. In this way, the low energy

events with signi�cant TDC slewing can be ignored. By varying E

0

, one can

con�rm that the results of the analysis remain una�ected, which proves that the

events with energies above the E

0

threshold are not exhibiting enough slewing

to be lost to the timing cut. Figure 7.6 shows the one arm trigger spectrum,

with and without the B0 TDC timing cut. Figure 7.7 shows the subset of events

which are cut out of the analysis by the B0 TDC cut. From this �gure, one

can see that many of the late events fall into the energy range expected of the

neutrons (8:9 MeV

�

=

220 channels)

7.2.2 Noise in Outer Detectors

Six of the twenty-one outer detectors in the CsI calorimeter exhibit uncor-

related low energy noise. These detectors have an ADC value above 0.2 MeV

two to three times more often than the other outer detectors. Moreover, this

phenomenon is even more pronounced for events where more than 90 MeV is

deposited into the CsI calorimeter. Figure 7.8 shows the count rates for the

outer detectors for low energy events (E < 90 MeV), and high energy events

(E > 90 MeV) where the e�ect is more prominent.

In order to check for correlations between the noisy detectors, a subset of their

ADC values have been plotted against each other in Fig. 7.9. No correlation is
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Figure 7.5: Sum of 44 CsI ADC values plotted against the B0 TDC, before (top

panel) and after (bottom panel) slewing correction for the single arm trigger

con�guration. Only events whose B0 TDC values are greater than 97 ns and less

than 104 ns (dotted lines) are used in the extraction of the Panofsky Ratio value.

Charged particle events are vetoed by the plastic hodoscope.
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Figure 7.6: The spectrum of photons from the �

�

p! �

0

n ! 

 and �

�

p ! n


reactions, recorded with the single arm trigger con�guration. The bottom panel

includes the data timing cut on the B0 TDC spectrum (see Fig. 7.5), and the

top panel does not. No more than 4% of the total energy is deposited outside the

central six detectors. The residual low energy events in the bottom panel arise

from from neutrons which are detected early by the B0 TDC.
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Figure 7.7: Events for which the beam counter 'B0' TDC is less than 97.0 ns or

greater than 104.0 ns. These events are excluded from the data set used in the

Panofsky Ratio calculation.
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Figure 7.8: Histograms showing count rates in outer detectors, for CsI Sum <

90 MeV (top panel) and CsI Sum > 90 MeV (bottom). A detector is determined

to have �red if its ADC value is greater than a predetermined threshold (0.2

MeV). Detectors four through nine show an abnormally high counting rate, par-

ticularly in the bottom panel, when the total energy deposited into the calorimeter

is greater than 90 MeV.
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Figure 7.9: ADC value correlation histograms between noisy detectors for the one

arm trigger con�guration. No correlation between these detectors is apparent,

which rules out the possibility of cross talk.
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apparent.

Finally, one can inspect the raw ADC spectra, above 0.2 MeV, of two noisy

outer detectors and two normal outer detectors in Fig. 7.10. The low energy

noise is apparent in the spectra of detectors 8 and 9.

Figure 7.10: CsI ADC spectra 0.2 MeV above the pedestal for two normal de-

tectors (top panels) and two noisy detectors (bottom panels) for the single arm

trigger con�guration.

7.2.3 Panofsky Ratio

In order to evaluate the Panofsky Ratio, de�ned in Chapter 1, the mea-

sured energy spectrum has been compared with the simulation obtained from

the GEANT Monte Carlo simulation [7]. By varying the value of the Panofksy
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Figure 7.11: Data (solid line) and simulation (dotted line) for the single arm

trigger con�guration. The Panofsky Ratio value used in the simulation is 1.49,

with less than 4% of the total energy deposited outside the central six crystals.

The �

2

value is calculated for events which deposit more than 20 MeV into the

calorimeter. Charged particle events are vetoed by the plastic hodoscope. The

low energy feature represents residual neutrons which were not removed with the

B0 TDC timing cut.
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Ratio entered into the simulation code, and optimizing the agreement with the

data in terms of a minimum �

2

, one can deduce the most likely value for the

Panofsky Ratio. Figure 7.11 shows an overlay of the experimental histogram

and the simulated spectrum, both with the requirement that less than 4% of the

total energy be deposited outside the central six crystals, for a Panofsky Ratio

value of 1.5 .

In order to optimize the agreement between data and simulation, the total

�

2

value is calculated as

�

2

=

X

i

(S

i

�D

i

�N

s

=N

d

)

2

�

2

i

; (7.1)

where S

i

is the number of events in bin i of the simulated spectrum, D

i

is the

number of events in bin i of the data spectrum, N

s

is the total number of events

in the simulated spectrum, and N

d

that of the data spectrum. The standard

deviation �

i

is taken to be the uncertainty of the data and simulation, combined

in quadrature, such that

�

i

=

v

u

u

t

 

D

i

�
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�
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D
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D
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+
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i

2

(7.2)

=

v

u

u

t

D

i

�

N

s

2

N

d

2

+ S

i

: (7.3)

De�ned in this way, the �

2

sum of the di�erences between experiment and simu-

lation is minimized with respect to the simulated Panofsky Ratio. The \reduced

�

2

" value is obtained by dividing the total �

2

value by the number of degrees

of freedom, which is equal to the number of bins in the histogram minus the

number of variable parameters (one). A graph of the reduced �

2

value plotted

against the Panofsky Ratio is shown in Fig. 7.12. From the graph, the value of

�

2

is a minimum for a Panofsky Ratio of 1.49 . The uncertainty is taken to be

the change in the Panofsky Ratio for a unit increase in the value of �

2

.
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Figure 7.12: �

2

between the data and simulation plotted against the Panofsky

Ratio value used in the GEANT simulation. The total �

2

value is calculated

according to Equ. 7.2.3. The analysis was performed for a minimum energy

deposition of 20 MeV into the calorimeter (E

0

=20 MeV), with less than 4% of

the total energy deposited outside of the central six detectors.

As discussed in Sec. 7.2.2, several of the outer detectors exhibit a large amount

of low energy noise. Because the amount of this noise varies with the total energy

deposited into the calorimeter, the Panofsky Ratio evaluation can be sensitive

to the level of the veto energy threshold E

v

placed on the detectors outside of

the central six. Consequently, the summing threshold T

CsI

de�ned in Sec. 4.1

has been raised to 1 MeV. Figure 7.13 shows the extracted value of the Panofsky

Ratio plotted against E

v

. From the graph, one can see that the Panofsky Ratio

is constant with respect to E

v

, for E

v

. 8%.
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As mentioned in Sec. 7.2.1, the Panofsky Ratio should be evaluated above the

energy threshold E

0

to avoid including events with signi�cantly slewed timing in

the analysis. This threshold should be varied to verify that the results are not

sensitive to its value. Figure 7.13 shows the results for the analysis, done with

four di�erent values of E

0

ranging from 20 MeV to 50 MeV. The extracted value

of the Panofsky Ratio in the region where more than 92% of the total energy is

deposited in the central six crystals is 1.49�0.1.

As a �nal check in the analysis, it is useful to plot the reconstructed shower

origin coordinates for the one arm trigger con�guration in the data and in the

simulation. With identical cuts imposed, the spatial reconstruction of the shower

origins in the data and simulation should show good agreement. Figure 7.14

shows that agreement.
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Figure 7.13: The extracted Panofsky Ratio values plotted against the energy veto

level E

v

for crystals outside of the central six, evaluated for energies greater than

four di�erent values of the low energy threshold E

0

.
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Figure 7.14: Shower origin coordinates for the single arm trigger con�guration.

Charged particle events are vetoed by the plastic hodoscope. The top scatter plot

represents the experimental data, and the bottom panel represents the simulation.



Chapter 8

Conclusion

A precise measurement of the pion beta decay rate will provide the oppor-

tunity for stringent tests of the current Standard Model, speci�cally testing the

Conserved Vector Current hypothesis and constraining the Cabbibo Kobayashi

Maskawa quark mixing matrix. The relatively simple 0

+

! 0

+

transition of

the pion beta decay, and the well understood radiative corrections, make this

measurement a valuable and feasible task.

In the process of �nishing construction of the PIBETA calorimeter, a mea-

surement of the Panofsky Ratio has been made. This measurement is of in-

terest because it connects the pion-nucleon scattering amplitude with the pion

photoproduction amplitude, which facilitates the calculation of the former. By

comparing information about the pion scattering amplitude derived from �

�

p

scattering data with that obtained from the measured value of the Panofsky

Ratio, one can test the principle of isospin symmetry in the �N system. The

Panofsky Ratio value extracted from the 1997 measurement is 1.49�0.1, which

agrees with the best measurement of 1.546�0.009. [19]

This Panofsky Ratio measurement is of use to the PIBETA collaboration

because it can be compared with the known result, thereby providing a test of the

performance of the CsI calorimeter. In addition, the products of the Panofsky
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Ratio measurement include photons which are comparable in energy to those

resulting from the pion beta decay reaction. Consequently, these photons have

been used to determine the response of the PIBETA calorimeter in this energy

range.

Because the Monte Carlo simulations of the experiments are crucial to the

accurate extraction of the pion beta decay rate and the Panofsky Ratio, it is

necessary to account for the light output and position-dependent nonuniformities

of each CsI crystal in the calorimeter. These quantities have been measured using

�rst cosmic muons and, most recently, 660 keV photons, and have been entered

into the simulation as a smearing factor and a spatially dependent weighting

function in the crystal energy depositions.

This spatially dependent weighting function has been shown to be most ef-

fective in the extraction of the Panofsky Ratio for events which are con�ned to

the central six crystals of the forty-four element array. Because these six crystals

were placed centrally for their exceptional light output uniformities, this would

suggest that the Monte Carlo simulation has been more accurate in modeling

the behavior of crystals with very uniform light reponses than otherwise. Con-

sequently, it may be necessary to examine whether the tomography probe of

660 keV photons is su�cient to characterize the complete light reponse of the

CsI crystals. However, a complete characterization may be unnecessary, because

the �nal pion beta decay rate measurement involves photons and positrons with

energies less than 70 MeV. These particles deposit their energy into regions of

the CsI crystals which can be described adequately through tomography with

the 660 keV photon probe.

Algorithms have been created for the absolute and relative energy calibration

of the CsI crystals in the calorimeter. These algorithms have been shown to

decrease the amount of noise in the data, as well as to improve the energy
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resolution of the calorimeter.

A shower reconstruction algorithm has been developed which locates the ori-

gin of the electromagnetic shower in the CsI and NaI arrays. Several parameters

in the algorithm have been optimized to produce the best angular resolution.

Geometric corrections have been applied based on the arrangement of the de-

tectors. The resulting angular resolution is 1.8

�

and 1.2

�

for the CsI and NaI

arrays, respectively.

A clustering algorithm has been tested which facilitates the study of optimal

cluster size in the PIBETA calorimeter, for single particle �nal states in the

44-crystal array. The cluster size has been optimized with respect to energy

resolution and event reconstruction e�ciency. The optimal cluster size has been

found to contain two rings of CsI crystals surrounding one central crystal.

Finally, with the calibrations and developments that have been presented

here, a measurement of the pion beta decay should be feasible to within better

than 0.5% accuracy.
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