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Abstract

A precise measurement of the pion beta decay branching ratio allows an accurate testing of the unitarity of the Cabbibo-Kobayashi-Maskawa (CKM) quark mixing matrix, of the Conserved Vector Current Hypothesis, and of the radiative corrections. The PIBETA collaboration set out to measure this branching ratio with an accuracy of better than 0.5%, using a detector specifically designed and a experiment scheme optimized for this measurement. The first phase of data taking was finished by the end of year 2001 and more than 60,000 pion beta decay events were collected. This work describes the main points of the experiment and the results of a comprehensive data analysis. The measured branching ratio for the decay $\pi^+ \rightarrow \pi^0 e^+ \nu$ is: $\Gamma_{\pi^\beta} = (1.032 \pm 0.004 \text{ (stat.)} \pm 0.005 \text{ (sys.)}) \times 10^{-8}$ is found to be in excellent agreement with the CVC hypothesis and CKM unitarity.
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Chapter 1

Introduction

Modern particle physics is based on the standard model of particles and their interactions which is summarized in table 1.1. According to this model, all matter is built from a small number of fundamental spin $\frac{1}{2}$ particles, or fermions: six quarks and six leptons and interactions are described in terms of the exchange of characteristic boson mediators.

In the Standard Model, electroweak interactions have $SU(2) \times U(1)$ as the gauge group, both the quarks and leptons are assigned to be left-handed doublets and right-handed singlets.

Table 1.1: the fundamental fermions and boson mediators

<table>
<thead>
<tr>
<th>particle</th>
<th>flavor</th>
<th>Interaction</th>
<th>Mediator</th>
</tr>
</thead>
<tbody>
<tr>
<td>quarks</td>
<td>$u$ $c$ $t$</td>
<td>strong</td>
<td>gluon, $G$</td>
</tr>
<tr>
<td></td>
<td>$d$ $s$ $b$</td>
<td>electromagnetic</td>
<td>photon, $\gamma$</td>
</tr>
<tr>
<td>leptons</td>
<td>$e$ $\mu$ $\tau$</td>
<td>weak</td>
<td>$W^{\pm}$, $Z^0$</td>
</tr>
<tr>
<td></td>
<td>$\nu_e$ $\nu_\mu$ $\nu_\tau$</td>
<td>gravity</td>
<td>graviton, $g$</td>
</tr>
</tbody>
</table>
handed singlets. The quark mass eigenstates are not the same as the weak eigenstates. The matrix relating these bases was defined for six quarks and called the Cabibbo-Kobayashi-Maskawa (CKM) matrix:

\[
\begin{pmatrix}
d' \\
s' \\
b'
\end{pmatrix}
= 
\begin{pmatrix}
V_{ud} & V_{us} & V_{ub} \\
V_{cd} & V_{cs} & V_{cb} \\
V_{td} & V_{ts} & V_{tb}
\end{pmatrix}
\begin{pmatrix}
d \\
s \\
b
\end{pmatrix}
\]

The CKM quark mixing matrix has a special significance in modern subatomic physics as a cornerstone of a unified and systematic description of the weak interaction phenomenology of mesons, baryons and nuclei. In a universe with three quark generations the present \(3 \times 3\) CKM matrix must be unitary, barring certain classes of hitherto undiscovered processes not contained in the Standard Model. hence, an accurate experimental evaluation of the CKM matrix unitarity provides a sensitive test of new physics.

There are many relationships among the nine elements of the matrix that can be tested by experiment. One such test of unitarity is that the first row of CKM matrix should be unity,

\[
|V_{ud}|^2 + |V_{us}|^2 + |V_{ub}|^2 = 1
\]

\(V_{us}\) is obtained [?] from \(K_{e3}\) decays and yields \(|V_{us}| = 0.2196 \pm 0.0023\). \(V_{ub}\) from Particle Data Group (PDG) [?] data is \(|V_{ub}| = (3.6 \pm 0.7) \times 10^{-3}\), dominated by the theoretical uncertainty. The leading element, \(V_{ud}\), only depends on quarks in the first
generation and is the element that can be determined most precisely. It also is the dominant part which needs to be determined as accurately as possible.

The value of $V_{ud}$ can be determined from three distinct sources: nuclear superallowed Fermi beta decays, the decay of the free neutron, and pion beta decay.

Nuclear superallowed Fermi beta decay ($0^+ \rightarrow 0^+$) depends uniquely on the vector part of the weak interaction and, in the allowed approximation, the nuclear matrix element for these transitions is given by the expectation value of the isospin ladder operator which is independent of any details of nuclear structure and is given simply as an $SU(2)$ Clebsch-Gordan coefficient. Thus, the experimentally determined $f_t$–Values are expected to be very nearly the same for all $0^+ \rightarrow 0^+$ transitions between states of a particular isospin, regardless of the nuclei involved. To extract $V_{ud}$ from experimental data, the procedure is to determine the $f_t$–values for a variety of different nuclei having the same isospin, and then to test if they are self-consistent. Once passing the test, their average is used to determine a value for the weak vector coupling constant ($G_V$), and from it, $V_{ud}$. The result thus obtained [?] is:

$$|V_{ud}| = 0.9740 \pm 0.0005.$$  

The unitarity sum is [?]

$$\sum_i V_{ui}^2 = 0.9968 \pm 0.0014$$

The experimental result for nuclear Fermi beta decay rates can be very accurate (the uncertainty contributed from experiment would be only 0.0001). The largest
contributions to the $|V_{ud}|$ uncertainty are from nuclear structure dependent corrections and nucleus-independent part of radiative correction which have no easy solutions.

Free neutron decay has an advantage over nuclear decays since there are no nuclear-structure dependent corrections to be calculated. However, it is not purely vector-like but has a mix of vector and axial-vector contributions. Thus, in addition to a lifetime measurement, a correlation experiment is also required to separate the vector and axial-vector pieces. Both types of experiment present serious experimental challenges. The results obtained from free neutron decay experiments demonstrated this complexity. The unitarity sum can be $2.3\sigma$ above unity to $3.0\sigma$ below unity, as illustrated in following two results.\(^1\)

\[ \sum_i V_{ui}^2 = 1.0096 \pm 0.0044 \text{ (from Erozolimskii [?])} \]

and

\[ \sum_i V_{ui}^2 = 0.9917 \pm 0.0028 \text{ (from Perkeo II [?])} \]

The uncertainty associated with $|V_{ud}|$ obtained by neutron decay is dominated by experimental results. With improving experimental technologies, the experimental uncertainty will decrease and eventually will be lower than the theoretical correction, which is common to both nuclear and neutron decays.

\(^1\)Although the Erozolimskii et. al. result was later retracted, the remaining neutron decay results are not in very good agreement. It is significant that the most accurate result from Perkeo II deviates significantly from the rest.
nuclear structure-dependent corrections to be made. It also has the same advantage as the nuclear decays in being a purely vector transition, $0^+ \rightarrow 0^+$, so no separation of vector and axial-vector components is required. The disadvantage, however, is the small decay rate of $\pi^+ \rightarrow \pi^0 e^+ \nu$, at the order of $10^{-8}$, which presents a big experimental challenge.

The previous experiments measuring the pion beta decay branching ratio result in good agreement with the Standard Model but with rather large uncertainties. For example, Depommier et al. [?] used a carbon degrader and an active CH$_2$ target to stop 77 MeV pions at a rate of $\sim 3.5 \times 10^4$/s. Their calorimeter consisted of an array of eight lead-glass counters that covered 60% of the 4$\pi$ solid angle. The radial thickness was equivalent to 6.8 radiation lengths. The detector efficiency was calibrated using the charge exchange reaction $\pi^- + p \rightarrow \pi^0 n$ (SCX) followed by $\pi^0 \rightarrow \gamma \gamma$ with a precision of 3.6%. This way they obtained a branching ratio of $1.00^{+0.08}_{-0.1} \times 10^{-8}$.

Before this work, the experiment of McFarlane et al. [?] had the best uncertainty on pion beta decay branching ratio of 3.8%. This uncertainty translates to 1.7% uncertainty on $|V_{ud}|$ and 3.2% uncertainty on the unitarity sum. The McFarlane group used an intense pion beam ($2 \times 10^8$/s) and measured the pion decay in flight. This helped to reduce the background positrons due to the Michel decay of the muon at the cost of a low detector acceptance for $\gamma$ pairs from $\pi^0$ which is the signature of pion beta decay. For the calibration, they inserted either a liquid hydrogen target or a CH$_2$ target close to the pion decay region to obtain the energy scale, conversion
efficiency and absolute timing of their apparatus by detecting monoenergetic $\pi^0$s from either single charge exchange (SCX) or $\pi^+ + C \rightarrow \pi^0 + X$ ($\pi^- + C \rightarrow \pi^0 + X'$), respectively. The total number of pions was determined using the averaged counting rate of three monitors.

The high uncertainties associated with the above experiments are due to both a low total number of pion beta decay events and to the determination of the detector efficiency or acceptance. A measurement of the pion beta decay branching ratio with high precision requires both an intense pion beam which the accelerator in the Paul Scherrer Institut, Switzerland offers and a high detection efficiency our specifically designed PIBETA detector can provide.

To avoid the uncertainties associated with the determination of the pion rate and absolute acceptance of detector, the $\pi^+ \rightarrow \pi^0 e^+ \nu$ decay branching ratio was normalized against the $\pi^+ \rightarrow e^+ \nu$ decay, which is known to a precision of 0.3% [?].

To utilize the maximum detector size (thus high acceptance), a stopped pion experiment scheme was adopted. The major difficulty was the large background of positrons from the $\mu^+ \rightarrow e^+ \nu \bar{\nu}$ (Michel) decay. However, the Michel positron background can be well separated with a good energy resolution of detector since the positron from $\pi^+ \rightarrow e^+ \nu$ has an energy of 69.78 MeV while the positron from Michel decay has an endpoint of 52.83 MeV. The Michel positron spectrum can be further suppressed using its long lifetime of $2.2 \mu$s, as opposed to $26 \text{ ns}$ of pion life time. Furthermore, the signal from the hadronic interaction (mostly SCX) of pions was suppressed by utilizing
its time structure ($10^{-23}$ s).

The work described in this thesis is a summary of the pion beta decay experiment carried out in the Paul Scherrer Institut, Switzerland, using its high intensity pion beam. The data analyzed at this stage give an uncertainty on the pion beta decay branching ratio of $\sim 0.6\%$. 
Chapter 2

Theory of pion beta decay

2.1 Weak interaction and CVC hypothesis

2.1.1 Weak interaction

The weak interaction was first developed by Fermi in 1932 in explaining $\beta$ decay. Inspired by the structure of the electromagnetic interaction, the invariant amplitude for $\beta$ decay describing interaction 2.1 is formulated as:

$$A + B \rightarrow C + D$$  \hspace{1cm} (2.1)

$$\mathcal{M} = G (\bar{\pi}_C \gamma^\mu \mu_A) (\bar{\pi}_D \gamma^\mu \mu_B),$$  \hspace{1cm} (2.2)

where $G$ is the weak coupling constant which remains to be determined by experiment; $G$ is called the Fermi constant. Note that only the vector-vector form is shown in the
Eq. 2.2 which means parity is conserved. In 1956, Lee and Yang [?] made a critical survey of all the weak interaction data and proposed that parity is not conserved in the weak interaction. The cumulative evidence of many experiments [?] is that only the right-handed anti-neutrino and the left-handed neutrino are involved in weak interactions. The absence of the “mirror image” states, left-handed anti-neutrino and right-handed neutrino, is a clear violation of parity invariance. Also, charge conjugation, $C$, invariance is violated, since $C$ transforms a left-handed neutrino state into a left-handed anti-neutrino state. From experimental results, the $V - A$ form of the weak interaction is developed which has a weak current form of

$$J_\mu = \bar{\nu}_C \gamma^\mu \frac{1}{2} \left( 1 - \gamma^5 \right) \mu_A,$$

(2.3)

and the weak interaction amplitudes are of the form:

$$\mathcal{M} = \frac{4G}{\sqrt{2}} J_\mu J^\mu, $$

$$= \frac{G}{\sqrt{2}} \left[ \bar{\nu}_C \gamma^\mu \left( 1 - \gamma^5 \right) \mu_A \right] \left[ \bar{\nu}_D \gamma^\mu \left( 1 - \gamma^5 \right) \mu_B \right].$$

(2.4)

Modern physics describes the weak interaction with $W^\pm$ and $Z^0$ vector bosons as mediators, thus the amplitude for the weak interaction mediated by $W^\pm$ is of the
in which $M$ is the mass of $W^\pm$ ($\sim 81$ GeV) and $q$ is the momentum carried by the weak boson. $g/\sqrt{2}$ is a dimensionless weak coupling. For most situations (including our experiment), the momentum $q$ is small relative to the mass of the $W$ and Eq. 2.6 reverts to Eq. 2.4 with

$$\frac{G}{\sqrt{2}} = \frac{g^2}{8M^2},$$

(2.7)

and the weak currents interact essentially at a point.

### 2.1.2 CVC hypothesis and $\pi^+ \rightarrow \pi^0 e^+ \nu$ decay

In the forms of the weak current for leptonic and hadronic interactions, a fundamental difference is seen between their associated currents:

- **leptonic weak current:** $j^\mu_l = \overline{\Psi} \gamma^\mu (1 - \gamma^5) \Psi$,
- **hadronic weak current:** $j^\mu_h = \overline{\Psi} \gamma^\mu (G_V - G_A \gamma^5) \Psi$,

where $G_A/G_V \sim 1.26$ and $G_V \sim 1$. It is striking that the $G_V$ from hadronic $\beta$ decay is almost the same as that from leptonic decay [?]. Hadrons interact strongly with the surrounding virtual pion field, and consequently it is to be expected that even

1The propagator, after summing over three spin states of weak interaction boson, is of the form

$$i \frac{\left(-g^{\mu\nu} + p^\mu p^\nu/M^2\right)}{p^2 - M^2}.$$

(2.5)

here we only discuss qualitatively.
if the fundamental coupling constants are the same for all interactions, the coupling 
constants for the particles that also have strong interactions should be screened off 
because of “renormalization effects” and assume an effective value which is different 
from the fundamental value. From this point of view, it is not surprising that the 
$G_A$ is different for hadronic weak interaction and leptonic weak interaction. ² It is 
a surprise, however, that the $G_V$ from these two weak interactions is the same. The 
Conserved Vector Current (CVC) hypothesis was proposed by several physicists [?] 
to explain this phenomenon.

We start with the analogy with the electromagnetic interaction. There it was 
found that conservation of the electric current implied conservation of electric charge. 
If we compare the electron and the proton, these particles have experimentally the 
same value for their effective electric charge. Nevertheless, the proton interacts 
strongly with virtual $\pi$-mesons and even if we assume that the original or “bare” 
charges of the two particles are the same, one might expect that the effective charge 
of the proton should be smaller than the effective charge of the electron because the 
first quantity should be screened by virtual $\pi$-mesons created because of interactions. 
The usual explanation offered for this fact is that the electric charge fulfills an ex-
act conservation law. Consequently, the possible virtual states that can be created 
from the proton must always involve such a configuration of $\pi$-mesons that the total 
²A so-called Partial Conserved Axial Vector Current (PCAC) attempts to explain the small 
difference between $G_A$ from hadronic weak interaction and leptonic weak interaction.
charge of the virtual state is exactly the same as the bare one-proton state. That is exactly what is required here. Regardless of the clouds of virtual particles around the $n$ and $p$, the net weak charge is required to be constant. Therefore, assume there is a conserved vector current (CVC) for the weak interaction:

$$\frac{\partial (j^V)^\mu}{\partial x^\mu} = 0,$$

$$(j^V)^0 = \int_{x_0=t} dx^3 (j^V)^0 (x) = \text{constant}, \quad (2.8)$$

Suppose that $j^V$ has a definite strong interaction symmetry; it transforms under I-spin as an I-spin vector. Thus suppose it has the symmetry of the isospin raising operator $T^+$. If this is true, then the same result should be obtained for matrix elements of $j^V$ for any two processes $a$ and $b$, if the initial state of $a$ has the same I-spin symmetry as the initial state of $b$, and if the final state of $a$ has the same I-spin symmetry as the final state of $b$.

The CVC hypothesis also assumes that the weak vector current $j^V$ is part of the same current as the electromagnetic current multiplet. The electromagnetic current is spatially a pure vector current. However, as a function of I-spin, it is a mixture of I-spin vector and I-spin scalar. In order to give 1 for a proton and 0 for a neutron, it must be $\propto (1 + \tau_3)/2$. The weak current is a mixture of $V$ and $A$ spatially but is a pure I-spin vector since it is a charged current. This assumption relates the spatial-vector and I-spin vector parts of the two currents. It says that, for this part, the electromagnetic current is a third component (neutral) and the weak current is a
charged component of the same current. This implies a deep connection between the electromagnetic and the weak interactions.

### 2.2 \( \pi^+ \rightarrow \pi^0 e^+ \nu \) decay and radiative correction

With the above assumptions, the rate of \( \pi^+ \rightarrow \pi^0 e^+ \nu \) decay should be calculable, given the nuclear \( \beta \)-decay matrix elements. To state these assumptions mathematically, Eq. 2.8 implies the existence of a new contribution to the weak interaction Hamiltonian given by [?]

\[
\delta H_1 = g \int d^3 x \left[ \varphi_0(x) \frac{\partial \varphi^*(x)}{\partial x_\mu} - \varphi^*(x) \frac{\partial \varphi_0(x)}{\partial x_\mu} \right] \times \\
\times \bar{\psi}_e(x) \gamma_\mu (1 + \gamma^5) \psi_\nu(x) + \text{herm. conj.} \tag{2.9}
\]

where \( \varphi(x) \) is the complex \( \pi \)-meson field. We find [?, ?]

\[
\frac{1}{\tau_0} = \frac{G_\mu^2 |V_{ud}|^2}{30 \pi^3} \left( 1 - \frac{\Delta}{2 M_{\pi^+}} \right)^3 \Delta^5 f(\epsilon, \Delta), \tag{2.10}
\]

and

\[
f(\epsilon, \Delta) = \sqrt{1 - \epsilon} \left( 1 - \frac{9}{2} \epsilon - 4 \epsilon^2 \right) \\
+ \frac{15}{2} \epsilon^2 \ln \frac{1 + \sqrt{1 - \epsilon}}{\sqrt{\epsilon}} - \frac{3}{7} \frac{\Delta^2}{(M_{\pi^+} + M_{\pi^0})^2}. \tag{2.11}
\]

in which \( G_\mu \) is the Fermi weak coupling constant determined in muon decay. Under the CVC hypothesis, \( G_V = G_\mu V_{ud} \) obtained from nuclear \( 0^+ \rightarrow 0^+ \) \( \beta \)-decay can be
applied to pion $\beta$-decay. $G_V$ has a value of [?] $G_V/(hc)^3 = 1.1136 \pm 0.0006$ GeV$^{-2}$.

$\Delta = m_{\pi^+} - m_{\pi^0} = 4.5936 \pm 0.0005$ MeV from PDG02 [?]. $\epsilon = m_e^2/\Delta^2$. $M_{\pi^0} = 134.9766 \pm 0.0006$ MeV. $M_{\pi^+} = 139.57018 \pm 0.00035$ MeV. The branching ratio is thus calculated to be

$$ R = \frac{\tau_{\pi^+}}{\tau_0} = (1.0048 \pm 0.0012) \times 10^{-8}. \quad (2.12) $$

Therefore, the measurement of the $\pi^+ \rightarrow \pi^0 e^+ \nu$ decay branching ratio will test the CVC hypothesis. However, one must be cautious here even if the agreement is good. The reason is that the very existence of the rare decay $\pi^+ \rightarrow \pi^0 e^+ \nu$ is not a unique prediction of the conserved vector-current formalism. As soon as the $\pi$-mesons are strongly coupled to the nucleons one can always imagine a process where the $\pi$-meson forms a virtual nucleon-antinucleon pair. The virtual nucleon, e.g., then decays through the ordinary $\beta$-interaction and changes its own charge. The remaining nucleon annihilates again with the antinucleon with the emission of a $\pi$-meson. The $\pi$-meson in the final state will then have a different charge than the original $\pi$-meson. Since the strong interaction takes place very rapidly, the rate of such an anomalous decay is essentially determined by the rate of the $\beta$-decay of the virtual nucleon. Consequently, it is to be expected that any formalism of this kind will give a formula for the lifetime of the anomalous decay essentially equivalent to what we have developed here. Therefore the existence of the $\pi^+ \rightarrow \pi^0 e^+ \nu$ decay and the order of magnitude of the lifetime are not a confirmation of the CVC hypothesis. The characteristic features of this special formalism is rather the exact value (Eq. 2.12)
for the branching ratio. Therefore, more accurate experiments are needed to decide whether or not the conserved current hypothesis is justified.

**Radiative Correction**

Eq. 2.12 did not include the radiative correction. The calculation of the radiative correction can be taken from the nuclear independent radiative corrections to $0^+ \rightarrow 0^+$ transitions in nuclear $\beta$-decay. At $O(\alpha)$, these corrections neglect the strong interaction effects in nuclear $\beta$-decay. This radiative correction function is based on a function $g(E, E_m, m)$ which has been derived by Sirlin [?] and takes the form

\[
g(E, E_m, m) = 3 \ln \left( \frac{m_p}{m} \right) - \frac{3}{4} + 4 \left[ \frac{\tanh^{-1} \beta}{\beta} - 1 \right] \times \\
\times \left[ \frac{(E_m - E)}{3E} - \frac{3}{2} + \ln \left( \frac{2(E_m - E)}{m} \right) \right] + 4 \frac{\beta}{L} \left( \frac{2\beta}{1 + \beta} \right) \\
+ \frac{1}{\beta} \tanh^{-1} \beta \left[ 2 \left( 1 + \beta^2 \right) + \frac{(E_m - E)^2}{6E^2} - 4 \tanh^{-1} \beta \right].
\]

(2.13)

where $m$ is the electron mass, $E_m$ is the electron end-point energy, $p$ is the electron momentum, $\beta = p/E$, and $L(x)$ is the Spence function:

\[
L(x) = \int_0^x \frac{\ln (1-t)}{t} dt.
\]

(2.14)

when applied to pion beta decay and averaged over the electron spectrum, the function $\mathcal{g}(E_m, m)$ becomes [?]

\[
\mathcal{g}(E_m, m) = \frac{\int_{m_e}^{E_m} \frac{(E_m - E)^2 p E}{1 + \frac{2m_p}{m} (E_m - E)} g(E, E_m, m) dE}{\int_{m_e}^{E_m} \frac{2m_p}{1 + \frac{2m_p}{m} (E_m - E)} dE},
\]

(2.15)
where \( m_+ \) is the \( \pi^+ \) mass and \( m_0 \) is the \( \pi^0 \) mass. The calculation with Maple \([?]\) yields \( \mathcal{G}(E_m, m) = 8.9619 \).

The radiative correction (\( \delta_R \)) is derived by Marciano and Sirlin \([?]\) and takes the form

\[
\left\{ 1 + \frac{\alpha}{2\pi} \left[ \ln \left( \frac{m_p}{m_A} \right) + 2C \right] - \frac{\alpha (m_p)}{2\pi} \left[ \mathcal{G}(E_m) + A_g \right] \right\} S(m_p, m_z),
\]

(2.16)

where \( S(m_p, m_z) \) is a QED short-distance enhancement factor equal to 1.02256, and \( \alpha(\mu) \) is a running QED coupling which satisfies

\[
\frac{d}{d\mu} \alpha(\mu) = b_0 \alpha^2(\mu) + \text{higher orders},
\]

(2.17)

such that \( \alpha(0) = 1/137.089 \) and \( \alpha(m_p) = 1/133.93 \). \( A_g \) is a small perturbative QCD correction estimated to be \(-0.34\), and \( C \) is a nuclear structure-dependent correction which is 0 for \( 0^+ \to 0^+ \) transitions. \( m_A \) is a low energy cutoff applied to the short-distance part of the \( \gamma W \) box diagram, and ranges from 400 MeV to 1600 MeV. Using this range of \( m_A \), the radiative correction to \( 0^+ \to 0^+ \) transition rates is found to be between 1.0324 and 1.0340.

Other calculations using different models have essentially consistent results, e.g., Jaus \([?]\) calculated the radiative correction using a light-front quark model and yielded

\[
1 + (3.230 \pm 0.002) \times 10^{-2}.
\]

The total decay rate \( 1/\tau_{\pi^0} \) can be separated into the uncorrected expression, denoted by \( 1/\tau_0 \), and an overall factor as

\[
\frac{\tau_{\pi^+}}{\tau_{\pi^0}} = \frac{\tau_{\pi^+}}{\tau_0} \delta_R,
\]

(2.18)
2.3 Kinematic variables

Values of kinematic variables used in the experiment are presented without detailed calculations [?].

\[
\pi^+ \rightarrow \pi^0e^+\nu \quad (\pi\beta \text{ decay})
\]

\[
134.973 \leq E_{\pi^0} \text{ (MeV)} \leq 135.048
\]
\[
0.511 \leq E_e \text{ (MeV)} \leq 4.519
\]
\[
0.000 \leq E_{\nu_e} \text{ (MeV)} \leq 4.023
\]

The maximum kinetic energy of the \(\pi^0\) is about 75 KeV, this results in a spread of angles between the two \(\gamma\)'s from \(\pi^0\) decay. The maximum deviation from 180° is 3.8°. This also results in a spread of \(\gamma\) energy which is half of the \(\pi^0\) mass \((m_{\pi^0}/2 = 67.49\text{ MeV})\) if the \(\pi^0\) decays at rest.

\[
\pi^+ \rightarrow e^+\nu \quad (\pi2e \text{ decay}) \quad \text{This two body decay yields } E_e = 69.273\text{ MeV.}
\]

\[
\pi^+ \rightarrow \mu^+\nu_{\mu} \quad \text{this two body decay yields muon kinetic energy of } KE_{\mu} = 4.118\text{ MeV. Nearly all } \mu^+\text{'s with this energy remain in the target.}
\]

\text{Michel } (\mu^+ \rightarrow e^+\nu\bar{\nu}) \text{ decay.}

\[
0.511 \leq E_e \text{ (MeV)} \leq 52.830
\]
\[
0.000 \leq E_{\nu_e} \text{ (MeV)} \leq 52.828
\]
\[
0.000 \leq E_{\bar{\nu}_\mu} \text{ (MeV)} \leq 52.828
\]
The positron energy, $E_e$, distribution has the form:

$$
\Gamma(\epsilon)d\epsilon \sim \left\{ 1 - \epsilon - \frac{2}{9} \rho (3 - 4\epsilon) \right\} \epsilon^2 d\epsilon.
$$

(2.19)

where $\epsilon = 2E_e/m_\mu$, and $\rho$ is equal to 0.75 in the event of exact V–A structure of the weak charged current [?].
Chapter 3

Beamline and Detector

3.1 Beamline

The experiment was carried out in the πE1 area in the Paul Scherrer Institut, Switzerland. The beam line layout is shown in Fig. 3.1 in which the E-target is a 60 mm long graphite production target, QTB51, QTH51, QTH53 are half-quadrupole magnets, ASZ51, ASY51, ASL51 are dipole magnets, QSL54, QSL53, QSL52, QSL51, QTB52, QTB51 are quadrupole magnets, KSG51 is the beam plug, FSH51 are vertical slits, FS51 are horizontal and vertical slits, FSH52 horizontal slits controlling momentum band acceptance.

The ring accelerator accelerates protons to an energy of 590 MeV. The \( \sim 1.5 \) mA proton beam is transported along the primary proton channel to two target stations where pions and muons are generated and transported via secondary beam-lines to the
Figure 3.1: Beamline layout in πE1 area.

experimental areas. The accelerator operates at the frequency of 50.63 MHz producing a microscopic beam structure of 1 ns wide proton pulses separated by 19.750 ns.

After protons hit a graphite target, pions are extracted at an angle of 8° with respect to the incident protons. Operating in a high-flux optical mode, the πE1 beam line can deliver a pion beam with a maximum momentum of 280 MeV/c, a Full-Width-Half-Maximum (FWHM) momentum resolution of < 2% and an accepted production solid angle of 32 msr. The primary proton current in the ring cyclotron during the PIBETA data acquisition periods in the years 1999-2001 was 1.6 mA DC on average.

We have tuned the π⁺ beam at the momentum 113.4 MeV/c with FWHM resolution \( \Delta p/p \leq 1.3\% \) and maximum nominal π⁺ beam intensity of \( I_\pi = 1.4 \times 10^6 \pi/s \),
reached at the full cyclotron current of 1.7 mA. The choice of a particular beam momentum is governed by the need for good time-of-flight (TOF) separation of pions, positrons and muons between the production target E and the first beam defining counter BC, as well as between the beam counter BC and the stopping target AT. The intensity is determined by the data acquisition time (computer dead time) and the beam profile spread in the target.

To reduce positron contamination due to the π’s and μ’s decaying in flight, a 4 mm thick carbon degrader is inserted in the middle of the ASY51 dipole magnet. Pions and positrons have different energy losses in the carbon absorber and are therefore spatially separated in a horizontal plane. Unfortunately, this also broadens the beam phase space. We have used TRANSPORT [?] and TURTLE [?] beam transport codes to develop a nontraditional beam optics with foci in both the horizontal and vertical planes at the FSH52 momentum-limiting slit. The resulting beam tune reduces the phase space broadening introduced by the carbon degrader. A significantly higher luminosity at the PIBETA target position is thus achieved and the pions are stopped in a laterally smaller region. Fig. 3.2 shows the beam tune as the output of the TRANSPORT program calculation. The TURTLE momentum spectrum of π⁺’s incident on the front face of the degrader counter (AD) is shown in Fig 3.3.

The layout of the πE1 area following Fig. 3.1 is depicted in Fig. 3.4. A lead brick collimator PC with a 7 mm pin-hole located 3.985 m upstream of the detector center restricts the spatial spread of the incident π⁺ beam. The beam particles are first
Figure 3.2: The beam tune from the TRANSPORT program calculation. The top part of the graph represents the x direction, and the bottom the y direction. Arrows indicate collimation, and the dotted line describes the beam momentum dispersion, measured in cm/%.

Figure 3.3: Momentum spread of $\pi^+$ beam in front of the degrader.
registered in a 3 mm thick plastic scintillator (BC) placed immediately upstream of the collimator. QSK52, QSL55 and QSK51 are focusing magnets. The beam pions are slowed in a 40 mm long active plastic degrader (AD) and stopped in an active plastic target (AT) positioned at the center of the detector system. The TURTLE calculation yields a FWHM momentum spread of $1.2 \text{MeV/c}/113.4 \text{MeV/c} \approx 1.1\%$ [?].

We used the OPTIMA [?] control program to adjust the currents in the dipole and quadrupole beam line magnets that steer and focus the $\pi^+$ beam into the target. The goal was to achieve the smallest, most symmetric beam spot consistent with the high $\pi^+$ beam intensity. The OPTIMA program allows a user to maximize an
Figure 3.5: Relative timing of signals from the beam counter (BC, top), the target (AT, 2nd from top), the degrader (AD, 3rd from top) and the accelerator (rf, bottom), which defines the $\pi^+$-stop signal.

arbitrary experimental rate normalized to the primary cyclotron current by iteratively changing the settings of the magnetic elements. We chose to maximize the rate of four-fold coincidences between the forward beam counter (BC), the degrader counter (AD), the active target (AT) and the accelerator rf signal. These four signals are combined in a coincidence unit in such a way that their overlap signals correspond to a $\pi^+$ particle stopping in the active target. Fig. 3.5 is a snapshot of the relative timing of the signals forming a $\pi^+$-stop trigger signal.
3.2 PIBETA detector

The PIBETA detector (see Fig. 3.6) consists of several components. The major part is a 240-CsI calorimeter covering $\sim 3\pi$ solid angle. Inside the calorimeter, there is a charged particle hodoscope consisting of 20 plastic staves (PV) and two cylindrical Multi-Wire Proportional Chambers (MWPC). The active target (AT) made of plastic scintillator is at the center of the detector. An active degrader (AD) also made of plastic scintillator is located right in front of the target. Two sets of active collimator (AC) rings, each with four segments, are in front of the degrader. The detector system also has a beam counter (BC) located $\sim 3.8$ m in front of the target. The entire detector (except BC) is enclosed in a 300 mm thick lead house, which is covered by active cosmic muon veto consisting of five extensive scintillator planes on four sides and the top.

3.2.1 Modular pure CsI calorimeter

The heart of the PIBETA detector is the shower calorimeter. Its active volume is made of pure Cesium Iodide [?, ?, ?]. The optical and nuclear properties of pure CsI are summarized in Appendix ???. The calorimeter (see Fig. 3.7 and Fig. 3.8) consists of 240 CsI crystals in nine different module shapes: four irregular hexagonal truncated pyramids (HEX-A,B,C,D), one regular pentagon (PENT), two irregular half-hexagonal truncated pyramids (HEX-D1,D2) and two trapezohedrons (V1,V2).
220 HEX’s and PENT’s cover a total solid angle of $0.77 \times 4\pi$ sr. 20 V’s cover two detector openings for the beam entry and exit and act as electromagnetic shower leakage vetoes. The inscribed radius of the calorimeter is 26 cm and the module axial length is 22 cm, corresponding to 12 CsI radiation lengths ($X_0 = 1.85$ cm) (see appendix ??).
3.2.2 Energy calibration of the PIBETA calorimeter

Energy calibration of the PIBETA calorimeter involved two correlated processes: equalizing discriminator thresholds for 220 CsI detector signals that define the calorimeter trigger (see next section) and calibrating signal gains of 240 CsI detectors at the ADC branch by adjusting software gains. The threshold adjustment is achieved by varying the high voltage applied to the PMT so that the positron peak from Michel decay and $\pi 2e$ decay has a ratio of 3 to 1. Since voltage change also affects the gain, the software gain is modified accordingly to offset this effect. If the voltage changes from $HV_1$ to $HV_2$ in our 10-stage PMT, and $g_1$ and $g_2$ are software gains before and after the voltage adjustment, then

$$g_2 = g_1 \left(\frac{HV_1}{HV_2}\right)^{10}. \quad (3.1)$$

This procedure matches the threshold at the trigger branch so that all crystals behave the same way in generating triggers. This procedure was applied regularly
Figure 3.8: Mercator projection of CsI's. In trigger generating scheme, these crystals were grouped into clusters and superclusters (see section 3.3). For example, cluster 0 contains crystal 60, 200, 160, 120, 20, 10, 110, 0, 100. Supercluster 0 includes cluster 0, 10, 20, 30, 40, 50.
Figure 3.9: Snapshot of online threshold adjustment. A Michel event was filled into the crystal which registered the maximum energy. Ten pentagons (0—9), twenty half hexagons (200—219) and the rest hexagons are shown clearly. The pike in the middle indicates a crystal with higher Voltage that needs to be adjusted lower.

during the experiment. Fig. 3.9 illustrates the effects after this procedure. After the thresholds of all crystals were balanced, the lineshape in Fig. 3.9 reflects the solid angle (or the shape) each crystal extends.

A software gain adjustment adjusts software gains in each channel so that the 69.8 MeV positrons from $\pi^+ \rightarrow e^+\nu$ decay all match. A good gain match ensures good energy resolution.
3.2.3 Clump definition, angular resolution and timing response of calorimeter

Each incident particle causes an electromagnetic shower in the calorimeter. To reconstruct the energy of the particle, the energies deposited in all these crystals should be summed up. However, summing up over too many crystals increases the effects of noise. After careful study of shower structure in a MC simulation, we define a ‘clump’ as our basic calorimeter unit. A clump is defined as a crystal and its nearest neighbors. The energy resolution thus obtained has a FWHM of $\Delta E/E = 12.8 \pm 0.1\%$ at $E$ equal to $\sim 62.5\ MeV$ which corresponds to the $\pi 2e$ positron energy deposited in the calorimeter. The positron peak position is determined by considering energy losses in the active target, plastic veto scintillator, and the insensitive layers in front of the CsI crystals, positron annihilation losses, photoelectron statistics of individual CsI modules, and axial and transverse coefficients parameterizing the nonuniformities of CsI light collection.

Angular Resolution of the CsI Calorimeter

To identify a $\pi^+ \rightarrow \pi^0 e^+ \nu$ decay event, we use the two back-to-back photons from the subsequent $\pi^0 \rightarrow \gamma \gamma$ decay as a signature. Therefore, reconstructing the right impact point of these two $\gamma$’s is essential. The angular resolution then depends on the algorithm used in the reconstruction method.
**Algorithms Used in Analyzer**

Considering the granularity of the CsI crystals, there are three algorithms to be considered to reconstruct the impact point initiating an electromagnetic shower on the surface of the CsI crystal detector sphere. Each uses a weighted mean:

\[
X_c = \frac{\sum_{i} w_i(E_i)x_i}{\sum_{i} w_i(E_i)}, \tag{3.2}
\]

in which \(x\) can be \(x, y, z, \phi, \theta\) — the coordinates describing the impact point. \(E_i\) is the energy deposited in the \(i\)th CsI crystal. \(N\) is the number of crystals involved. The sum is carried out over the group of crystals consisting of the one that registers the largest energy and its nearest neighbors. This group is defined as a clump. The weight, \(w_i(E_i)\), is a function of the energy in each crystal involved.

Motivated by the work of others [?], we considered three weighting functions

\[
w_{i}(1)(E_i) = E_i, \tag{3.3}
\]

\[
w_{i}(2)(E_i) = E_i^r, \tag{3.4}
\]

\[
w_{i}(3)(E_i) = \max (0, a_0) + \ln(E_i) - \ln(E_{tot}), \tag{3.5}
\]

where \(r\) and \(a_0\) are constants and \(E_{tot}\) is the total energy in the \(N\) crystals in a clump. We refer to \(w_{i}(1), w_{i}(2)\) and \(w_{i}(3)\) as linear, power, and logarithmic weighting, respectively.
Monte Carlo Studies

By running GEANT [?] simulations, we picked the best weighting algorithm as well as the optimal parameters. From previous work [?], the linear algorithm is the worst of all and the best power weighting parameter is \( r = 0.7 \). This work focuses on determining the best parameters for logarithmic weighting which is motivated by the exponential fall-off of the transverse energy profile.

In the GEANT simulation, 70 MeV photons were generated in the center of the detector and detected in the calorimeter. By comparing the reconstructed impact point with the real one, the best parameters can be found. Since the detector is spherical, spherical coordinates are used and the best figure of merit is angular resolution. For each identified track, the angular difference between the reconstructed track and the actual track is calculated and filled into histogram with a weight equal to the inverse of the corresponding solid angle (excluding constants, like radius of the sphere). Namely,

\[
weight = \frac{1}{(\tan^2(\theta_2) - \tan^2(\theta_1))},
\]

\[ (3.6) \]

in which \( \theta_1 \) and \( \theta_2 \) are the lower edge and upper edge of the bin that \( \theta \) — the angular difference between the reconstructed track and the actual track — falls in.

A typical histogram is shown in Figure 3.10. The best parameters should make the plot have the minimal rms from 0.

The rms deviation from \( \theta = 0^\circ \) with respect to the variation of \( a_0 \) is presented
Figure 3.10: Monte Carlo study of the angular resolution: Angular difference between the reconstructed impact point and the actual point.

in Figure 3.11. The best $a_0$ is 5.4. For comparison, the rms deviation of the power weighting method with the optimized $r$ ($r = 0.7$) is also plotted with an asterisk marker. The logarithmic weighting method is clearly superior and was, therefore, used in our data analysis.

**Timing response of PIBETA calorimeter**

The calorimeter time resolution depends on the intrinsic time resolution of the individual CsI modules, the spread in the arrival of analog PMT signals at the trigger point where the analog CsI summing is done, and the uncertainties of the software time offsets. Before assembling the calorimeter we measured the intrinsic time res-
Figure 3.11: Variation of rms deviation from $\theta = 0^\circ$ as a function of parameter $a_0$ of logarithmic weighting for Monte Carlo data. The asterisk marker is the rms deviation when using power weighting as a comparison.

Solutions of all component CsI modules using cosmic muons as a probe. CsI times are determined relative to a small plastic scintillator counter. The average CsI detector rms TDC resolution specified in such a way is 0.68 ns. The details of these measurements are provided in Ref. [?].

**CsI timing in trigger branch**

The cable connecting each crystal and the trigger-generating unit was checked periodically to minimize the timing spread of triggers. The timing spread was checked in timing calibration runs with the prompt trigger (signaling a hadronic interaction). The idea is to find the time difference between a single reference detector, in our case
the active degrader, and each CsI counter. This type of timing histogram, associated with a given CsI detector, is incremented only if a charged particle track is identified as a fast proton ($E_p \geq 60$ MeV) in the plastic veto hodoscope and 80% of the shower energy is contained in that module. The total energy contained by the calorimeter is used to calculate the time-of-flight correction, a term that is as large as 1.0 ns for 100 MeV protons. We used the proton events because $\sim 1\%$ uncertainty in statistics in the TDC spectra is acquired within one hour of data taking. The peaks of the timing histograms are fitted at the end of the run and the peak positions are ordered relative to the slowest CsI detector. The resulting information is used to add trigger cable delays, available in 0.5 ns increments, to the faster CsI lines. Three iterations of this procedure resulted in a 0.86 ns relative trigger rms timing spread (Fig. 3.12).

**TDC calibration: zero offsets and slewing**

TDC calibration is accomplished via two independent corrections, both applied in software. The primary TDC offset correction compensates for the different cable delays of the digitizing branch. The zero time is defined as the center of gravity of the self timing peak for each detector channel. These offsets will be evaluated at the end of the runs and can be applied to the software timing offsets which will align self-timing peaks of all channels at zero. Timing of beam counters, active degrader and target is also adjusted same way. The decays suited for this purpose are prompt events (SCX).
Figure 3.12: CsI crystal timing spread in trigger branch. The data were taken during runs dedicated to the timing adjustment in which hadronic events were specifically selected.

The secondary TDC correction linearizes the slewing of TDC time caused by the differing amplitudes of ADC signals. A smaller amplitude signal takes more time to rise to the fixed discriminator threshold than a larger signal. The result is an artificial energy dependence of TDC values with lower energy signals registering later times. The secondary TDC correction is implemented in offline analysis by subtracting an energy-dependent term from each TDC reading. This correction term has the form

$$CTDC = TDC_0 + a \cdot (ADC - b)^c,$$

(3.7)

where $TDC_0$, $a$, $b$, and $c$ are free parameters of the fit. ADC is the calibrated ADC value proportional to the deposited energy. The correction term was obtained by fitting the TDC vs. ADC plot for each channel. Fig. 3.13 shows the energy
dependence of one representative CsI TDC and the reduction in the time slewing after applying the correction.

### 3.2.4 Multi-wire proportional chamber

The MWPC was designed and manufactured by collaborators from the Joint Institute for Nuclear Research (JINR), Dubna, Russia. Two concentric cylindrical chambers were installed, each having one anode wire plane along the \( z \) direction, and two cathode strip planes in stereoscopic geometry. Specifically designed for our experiment, they have features of:

- low mass, in order to minimize the \( \gamma \)’s converting into \( e^+e^- \) pairs;
- high intrinsic efficiency, better than 99.9%;
- high rate capability, up to \( 10^7 \) minimum-ionizing particles (MIP) per second;
- stable operation and good radiation hardness.

Ref. [?, ?] provides a detailed description of the PIBETA wire chambers.

### 3.2.5 Resolution of the Multiwire Proportional Chambers

To fully simulate the detector, the resolution of the MWPC needs to be determined. Cosmic events are used to extract alignment parameters as well as resolutions. For each cosmic event, exactly two hits in each chamber were required. From one pair of
Figure 3.13: TDC's dependence on ADC (time slewing, top panel) and corrected TDC (bottom panel). The plot shown here is from CsI 33, others similar features. Data are collected in ten runs.
points in one chamber, a straight line is obtained and the intersection points of this line with the other chamber are calculated. The difference between the registered points and the calculated points is stored into histograms and viewed as chamber resolution in each direction in Cartesian coordinates. Since the chambers are cylindrical, the resolution in polar angle is also investigated.

In processing chamber data, there are several parameters that can be adjusted to accommodate the misalignment between two chambers and thus get the best resolution.

**Corrections of polar angle**

After chamber data were processed, two parameters, $\phi_{\text{inner}}^{\text{corr}}$ and $\phi_{\text{outer}}^{\text{corr}}$, were added to the polar angle ($\phi$) obtained, to chamber one (inner chamber) and chamber two (outer chamber) respectively. Since $\phi$ was calculated from $-180^\circ$ to $180^\circ$, this parameter can move $\phi$’s below zero and above zero in opposite direction. A mis-determined $\phi_{\text{corr}}$ gives double peaks in the resolution histogram, as illustrated in Figure 3.14.

The more tell-tale variable is $\phi$ resolution. For the outer chamber $\phi$ resolution, the difference between $\phi_{\text{exp}}$ registered in the outer chamber and $\phi_{\text{the}}$ calculated from the track determined by the inner chamber is calculated and plotted against $\phi_{\text{the}}$ as in Figure 3.15. By adjusting the parameter $\phi_{\text{corr}}^{\text{outer}}$, the group of points which are less than $180^\circ$ in $\phi_{\text{the}}$ and the group of points which are greater than $180^\circ$ move in the opposite direction and, with an optimal $\phi_{\text{corr}}^{\text{outer}}$, center at 0, which yields the best
resolution as shown in Figure 3.16. The parameter for the inner chamber, $\phi_{\text{inner}}^{\text{corr}}$, is determined to be equal to 0.0°. The resolution for the inner chamber is shown in Figure 3.17.

The resolution plots are fitted with a sum of Gaussians due to the nature of these plots. In simulation, the sum of Gaussians obtained above is used to smear the chamber data.

**Alignment of Chambers in $z$ Direction**

From resolution plots, Figure 3.16 and figure 3.17, one can see the $z$ plots are offset, which means the $z$ coordinates are not aligned for these two chambers. An additional parameter is introduced for each chamber, $z_{1\text{off}}$ and $z_{2\text{off}}$, to get the two chambers aligned in $z$ as shown in figure 3.18.

**Alignment of Chamber Wires and Cathode Strips**

$\phi$ data are obtained both from wires and cathode strips, and the data are discarded if they are not consistent. One parameter is introduced for each chamber to align the chamber wires and cathode strips. Results are shown in Figure 3.19.

**3.2.6 Target Position**

In the coordinate system defined by two wire chambers described above, the position of the 9-piece target was also determined using cosmic events.

Since the inner chamber and the outer chamber have already been aligned as de-
scribed above, the position of the target was determined relative to the inner chamber. For each cosmic muon event which left two hits in inner chamber, we calculate the path length of this track through the target, which was centered at

\[ x = x_{\text{offset}} \]
\[ y = y_{\text{offset}} \]
\[ z = z_{\text{offset}} \]

Combining calculated path-length in the target and signals registered in the target, there are four possibilities for each cosmic event:

- no intersection, no signal in the target.
- intersection found, positive path-length, no signal above the threshold in the target.
- no intersection, signal above the threshold registered in the target. These events were counted in \( N_{\text{miss}} \).
- pathlength is found, signal above the threshold registered in the target. These events were counted in \( N_{\text{hit}} \).

By varying target offsets, the dependence of ratio \( R = N_{\text{hit}}/(N_{\text{hit}} + N_{\text{miss}}) \) on target position offsets was obtained. The best offsets of the target were determined when \( R \) had its maximum value.
Results

Three 2-dimensional histograms were obtained. The ratio R was plotted against x and y (Fig. 3.20), against x and z (Fig. 3.21) and against y and z (Fig. 3.22).

From the plot in Figure 3.21, one can get $x_{\text{offset}} = -0.51 \text{ mm}$ and $z_{\text{offset}} = 6.3 \text{ mm}$.

From the plot in Figure 3.20, one can get $x_{\text{offset}} = -0.9 \text{ mm}$ and $y_{\text{offset}} = -4.3 \text{ mm}$.

From the plot in Figure 3.22, one can get $y_{\text{offset}} = -4.0 \text{ mm}$ and $z_{\text{offset}} = 6.3 \text{ mm}$. The center position of the target is then taken as the average of these results.

\[
x = -0.7 \pm 0.2 \text{ mm},
\]
\[
y = -4.2 \pm 0.1 \text{ mm},
\]
\[
z = 6.3 \pm 0.5 \text{ mm}.
\]

(3.8)

The maximization of the ratio R is an iterative process with three parameters involved. The best way is to use the MINUIT package \[?\]. Currently, we accept the average of these offsets. Since our data sample is dominated by the cosmic rays which have small zenithal angles, the offset in the vertical direction was the most difficult to get.
3.2.7 Plastic veto detector

The plastic veto (PV) detectors are located in the interior of the calorimeter surrounding the two concentric wire chambers. The detector consists of 20 independent plastic scintillator staves arranged to form a complete cylinder 598 mm long with a 132 mm inner radius. Each plastic stave is 3.175 mm thick. The PV’s cover the entire geometrical solid angle subtended by the CsI calorimeter as seen from the target center. The rise and decay times of the fast scintillator pulses are 0.9 ns and 2.4 ns, respectively. Ref. [?] contains details about the specifications of the plastic scintillator used.

The two readouts from either end of each PV stave were recorded. The energy from each stave was calculated as the geometric mean of these two signals to eliminate the length effect. Suppose the charged particle passing through a plastic veto stave generates initial light intensity $L_0$ at a distance $x$ from one end, then the two readouts from either end are:

$$E_1 = L_0 \exp \left( \frac{-x}{l} \right),$$
$$E_2 = L_0 \exp \left( \frac{-(L - x)}{l} \right),$$

(3.9)

where $l$ is the attenuation length which averages to $396 \pm 13$ mm [?] for our plastic scintillators, and $L$ is the length of the plastic veto stave. Then the geometric mean
of these two readouts is

\[ E_{\text{mean}} = \sqrt{E_1 E_2} = L_0 \exp \left( \frac{-L}{l} \right), \]  

(3.10)

which is independent of the impact position where the initial light was generated. The energy calculated in this way for positrons and protons is illustrated in Fig. 3.23. The energy resolution measured for minimum ionizing particles is \( \sigma_E/E = 33.2\% \).

### 3.3 PIBETA trigger generating scheme

Selective, bias-free triggers capable of handling high event rates are an essential requirement of the detector system. Relevant trigger schemes are explained here. A detailed description of all triggers implemented in PIBETA experiment can be found in Ref. [?].

#### 3.3.1 Signals used to generate triggers

**CsI HI and CsI Lo**

The one-arm calorimeter energy signal is a basic element of the trigger logic. A preliminary simulation study [?] of the calorimeter response to photons from \( \pi\beta \) decay at rest and 70 MeV positrons from \( \pi2e \) decays indicated that:

- electromagnetic shower profiles of the mean deposited energies are similar for photons and positrons, in particular for \( \theta_e \leq 12^\circ \), with \( \theta_e \) being the half angle
of a conical bin concentric with the direction of an incident particle;

- the average deposited energy and the corresponding energy resolution of the calorimeter both reach saturation within a cone of $12^\circ$ half-angle;

- a centrally hit CsI module receives on average 90% of the deposited energy; at most three modules contain a significant part of the shower energy; and a group of 9 detectors (a CsI “cluster”) constitutes an excellent summed energy trigger as it registers on average $\geq 98\%$ of the incident particle energy.

Therefore, the building blocks of physics triggers are clusters (see Fig 3.8). Excluding the CsI shower vetoes from the scheme we define 60 such clusters [?]. Every CsI cluster has a symmetric partner in the antipodal calorimeter hemisphere. In addition, each CsI module belongs to no more than three clusters. This limitation helps to minimize the degradation of analog pulses due to excessive signal splittings. In trigger design studies that looked at the energy captured by a single cluster as a figure of merit, it was found that this clustering scheme, in conjunction with a 50 MeV discrimination threshold, gives 99.3% and 98.6% triggering efficiency for 70 MeV photons and positrons, respectively.

Six adjacent CsI clusters are grouped into a CsI “supercluster”: there are ten such superclusters in the calorimeter each containing 10 individual CsI clusters. A supercluster fires if at least one of its constituent clusters fires. A cluster fires if the summed energy of its modules is greater than the preset discriminator threshold. If
at least one supercluster fires due to energy above high (low) threshold (\(\sim 50\ \text{MeV}\)) (\(\sim 5\ \text{MeV}\)), then we have a CsI\(_{\text{HI}}\) (CsI\(_{\text{LO}}\)) signal. If at least two superclusters in the opposite sphere fire, then we have CsI\(_{\text{HI}}^2\) (if above high threshold) or CsI\(_{\text{LO}}^2\) (if above low threshold) signal.

**Beam particle signals**

The BEAM signal is defined as the three-fold coincidence between the beam counter (BC), the degrader (AD) and the rf signal from the accelerator.

\[
\text{BEAM} = \text{BC} \cdot \text{AD} \cdot \text{rf.} \tag{3.11}
\]

The PISTOP signal is defined as the four-fold coincidence between BC, AD, (AT and the rf accelerator signal.

\[
\text{PISTOP} = \text{BEAM} \cdot \text{AT}. \tag{3.12}
\]

Minimum-ionizing positrons in the BC, AD, and AT counters deposit 0.6 MeV, 7.2 MeV and 9.0 MeV energy respectively. The corresponding energy depositions for 114.0 MeV/c pions are 0.7 MeV, 12.7 MeV and 28.0 MeV. By appropriately adjusting the discriminator thresholds and the relative timing (see previous sections) of inputs into the quadruple coincidence 3.12, the PISTOP signal is set up.

Each PISTOP signal initiates a pion gate \(\pi G\), a 180 ns window, whose delay is adjusted to start \(\sim 50\) ns ahead of the pion stop time \(t_0\). Several such \(\pi G\)’s were
generated which were properly prescaled to balance different triggers. We use $\pi G_{ps}$ to denote such a gate.

### 3.3.2 Triggers in the PIBETA experiment

The following triggers are generated with the above signals.

**PIBETA HI trigger:**

$$PB_{HI} = \pi G \cdot CsI_{HI}^2 \cdot \text{BEAM}. \quad (3.13)$$

**PIBETA LOW trigger:**

$$PB_{LO} = \pi G_{ps} \cdot CsI_{LO}^2 \cdot \overline{\text{BEAM}}. \quad (3.14)$$

**PIENU HI trigger:**

$$PIENU_{HI} = \pi G_{ps} \cdot CsI_{HI} \cdot \overline{\text{BEAM}}. \quad (3.15)$$

**PIENU LOW trigger:**

$$PIENU_{LO} = \pi G_{ps} \cdot CsI_{LO} \cdot \overline{\text{BEAM}}. \quad (3.16)$$

**PROMPT trigger:**

$$PROMPT = \pi G_{ps} \cdot CsI_{HI}. \quad (3.17)$$

**COSMIC trigger:**

$$COSMIC = CV_{ps} \cdot CsI_{HI} \cdot \overline{\text{BEAM}}. \quad (3.18)$$

where $CV_{ps}$ is a prescaled cosmic veto scintillator signal.
RANDOM trigger:

a small piece of plastic scintillator is placed outside of and away from the lead house, parallel to the πE1 beamline area floor. By virtue of its position, the counter is shielded from the experimental radiation. Operating with a high discriminator threshold, it counts only cosmic muons and random background events at about 1-2/s, and has a stable counting rate independent of the beam. The signal from this counter defines the RANDOM trigger.
Figure 3.14: Resolution of the outer chamber in the $x$ direction with a not-well-determined $\phi_{\text{corr}}^{\text{outer}}$. In the plot the difference in $x$ between the registered points in the outer chamber and the calculated intersection points of the track and the outer chamber is plotted. The track is determined by the inner chamber.
Figure 3.15: $\phi_{\text{exp}} - \phi_{\text{the}}$ vs. $\phi_{\text{the}}$ for the outer chamber. The two bold dashed lines indicate the mean values of points when $\phi_{\text{the}}$ is less than 180° and above 180° respectively, before the adjustment of $\phi_{\text{corr}}^{\text{outer}}$. 

$\varphi_{\text{corr}}^{\text{outer}} = -0.362^\circ$
Figure 3.16: Directional resolutions of the outer chamber (in mm).
Figure 3.17: Directional resolutions of the inner chamber (in mm).
Figure 3.18: Axial resolution of two chambers after adjusting $z$ alignment (in mm). Chamber 1 is inner chamber, chamber 2 is outer chamber.
Figure 3.19: Differences between azimuthal angles determined from wires and cathode strips for the inner (chamber 1) and the outer (chamber 2) chambers.
Figure 3.20: $R = \frac{N_{\text{hit}}}{N_{\text{hit}} + N_{\text{miss}}}$ vs. horizontal and vertical (x,y) position.
Figure 3.21: $R = \frac{N_{\text{hit}}}{N_{\text{hit}} + N_{\text{miss}}}$ vs. horizontal and longitudinal ($x,z$) position.
Figure 3.22: $R = N_{\text{hit}}/(N_{\text{hit}} + N_{\text{miss}})$ vs. vertical and longitudinal ($y,z$) position.
Figure 3.23: Energy response of PV detectors. Positrons and protons were selected separately and the energies deposited in the PV’s were filled into histograms for each kind of particles.
Chapter 4

Extracting $\pi\beta$ events from experiment

4.1 Particle Identification

PMT signals from different detectors are combined to determine the energy of the shower in the calorimeter and then a particle ID is assigned to each shower. All information associated with each shower, deposited energy in calorimeter, deposited energy in plastic veto, track direction determined by MWPC (if charged particle), particle ID, are stored in a track data structure. Information from chambers, plastic vetoes and CsI’s are used to determine the particle ID. From the nature of the experiment, the charged particles include positrons from $\mu^+ \rightarrow e^+ \nu\bar{\nu}$ and $\pi^+ \rightarrow e^+ \nu$ decay, protons from $\pi^+$ hadronic interaction, muons from cosmics, the neutral particles are $\gamma$’s.
from $\pi^0$ decay in which $\pi^0$ can come from $\pi^+$ hadronic interactions or $\pi^+ \rightarrow \pi^0 e^+\nu$ decay.

In order to identify charged particles, each MWPC chamber must register a signal and the two hit points should be fairly aligned (within a certain angle). In addition, the energy deposited into plastic vetoes and energy deposited in CsI’s along the direction determined by the chambers should match. By studying the energy in PV’s and the energy in CsI’s, positrons are defined as satisfying the requirements:

$$E_{pv} < 0.2 \times \exp(-0.007(E_{pv} + E_{CsI})) \text{ and } E_{pv} < 2.3 \times \exp(-0.007(E_{pv} + E_{CsI})).$$

(4.1)

Protons are defined as satisfying the requirement:

$$E_{pv} < 2.3 \times \exp(-0.007(E_{pv} + E_{CsI})).$$

(4.2)

If the total energy in CsI’s is greater than 200 MeV, it is considered caused by cosmic muons.

Photons are defined as satisfying the requirement:

$$E_{pv} < 0.2 \times \exp(-0.007(E_{pv} + E_{CsI})) \text{ if no chamber hits}$$

(4.3)

All other showers are not classified.
4.2 Extracting $\pi\beta$ events

The signature of $\pi^+ \rightarrow \pi^0 e^+\nu$ decay is two nearly anti-collinear $\gamma$’s from $\pi^0 \rightarrow \gamma\gamma$ detected in the calorimeter at least 3 ns after the $\pi^+$ stops in the target. To select such an event, candidates need to satisfy several conditions:

- two-arm high threshold trigger (PB$_{HI}$),
- no cosmic events, which states that total energy in CsI’s is less than 200 MeV and timing registered in cosmic veto detector is outside a 140 ns window (no in-time hits in cosmic veto detector),
- no in-time hits in two active collimators,
- no prompt $\pi^+$’s. This condition is fulfilled by requiring the timing difference between beam counters and CsI to be greater than a certain amount,
- no charged particles detected in the direction of candidate clumps,
- pibeta discriminator function $f_D$ is required. The pibeta discrimination function sets a limit on the relation between the energies ($E_{\gamma_1}$ and $E_{\gamma_2}$) of the two $\gamma$’s and the angle ($\theta_{\gamma\gamma}$) between the two $\gamma$’s. It requires that:

$$\theta_{\gamma\gamma} > 180^\circ - 19^\circ \sqrt{1 - \left( \frac{X_{\gamma\gamma} - 0.47}{0.14} \right)^2}, \quad X_{\gamma\gamma} = \frac{E_{\gamma_1}}{(E_{\gamma_1} + E_{\gamma_2})} \quad (4.4)$$

or
\[ \theta_{\gamma\gamma} > 180^\circ - 15^\circ \sqrt{1 - \left( \frac{X_{\gamma\gamma} - 0.48}{0.08} \right)^2}, \quad X_{\gamma\gamma} = \frac{E_{\gamma_1}}{(E_{\gamma_1} + E_{\gamma_2})} \] (4.5)

This will eliminate photon pairs that come from \( \pi^0 \)'s which are produced from a hadronic reactions instead of \( \pi\beta \) decays from stopped \( \pi^+ \)'s. The efficiency of this cut is evaluated in a Monte Carlo simulation.

- If there are more than two calorimeter showers detected meeting the above criteria, the two clumps from which the reconstructed \( \pi^0 \) invariant mass is closest to the \( \pi^0 \) rest mass (134.98 MeV) are selected. The invariant mass associated with each pair of CsI clumps is calculated by summing two clump energies \( (E_{\gamma_1} \text{ and } E_{\gamma_2}) \) and then subtract the kinematic energy of \( \pi^0 \) from \( \pi^+ \rightarrow \pi^0 e^+ \nu \) decay, as in following equation:

\[
m_{\pi^0}^2 = (E_{\gamma_1} + E_{\gamma_2})^2 - (E_{\gamma_1} \cdot \cos \theta_{\gamma_1}^z + E_{\gamma_2} \cdot \cos \theta_{\gamma_2}^z)^2 \\
- (E_{\gamma_1} \cdot \cos \theta_{\gamma_1}^y + E_{\gamma_2} \cdot \cos \theta_{\gamma_2}^y)^2 - (E_{\gamma_1} \cdot \cos \theta_{\gamma_1}^x + E_{\gamma_2} \cdot \cos \theta_{\gamma_2}^x)^2
\]

The effectiveness of the selection rules can be shown by comparing the experimental results of selected physical variables with those from GEANT simulation. Figure 4.1 shows the total energy of two \( \gamma \)'s. The energy response of CsI was adjusted using the energy peak position of positrons from \( \pi^+ \rightarrow e^+ \nu \) decay, and the agreement of \( \pi^+ \rightarrow \pi^0 e^+ \nu \) energy spectra shows the goodness of the simulation. Fig. 4.2 shows the angle between two \( \gamma \)'s from \( \pi^0 \) decay.
Figure 4.1: Energy sum of two $\gamma$'s from $\pi^0$ decay.

Figure 4.2: Angles between two $\gamma$'s from $\pi^0$ decay.
Table 4.1: Number of $\pi^+ \rightarrow \pi^0 e^+ \nu$ events.

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of events</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>$8467 \pm 92$</td>
<td>1.1%</td>
</tr>
<tr>
<td>2000</td>
<td>$28130 \pm 168$</td>
<td>0.6%</td>
</tr>
<tr>
<td>2001</td>
<td>$27450 \pm 166$</td>
<td>0.6%</td>
</tr>
</tbody>
</table>

The number of $\pi^+ \rightarrow \pi^0 e^+ \nu$ events from each year of runs is given in Table 4.1. The uncertainties are statistical uncertainties.
Chapter 5

Extracting $\pi^2e$ events from experiment

the Number of $\pi^+ \to e^+\nu$ decays can be obtained from both the positron energy spectrum and the decay timing line shape. The two methods yield consistent results. Since this decay channel is used for normalization in pion beta decay branching ratio calculation method, the conditions to get above numbers are not optimized for evaluating the absolute $\pi^+ \to e^+\nu$ decay branching ratio.

5.1 Energy spectrum

In the replay analysis the one-arm high-threshold trigger (PIENU$_{HI}$) data were further prescaled in software by a factor of 20 to reduce the size of the data set to manageable
level. \( \pi^+ \rightarrow e^+ \nu \) candidate events must meet the following additional requirements:

- No cosmics:
  1. the total energy deposited in CsI’s is less than 200 MeV;
  2. No in-time hit from cosmic muon vetoes.

- No scattered particles: no in-time hits in either active collimator,

- At least one charged particle: at least one hit from each chamber and plastic vetoes,

- If two or more candidate \( e^+ \) tracks are found in a single event, a track with total energy (CsI+pv) closest to 68 MeV is selected.

The minimum ionizing charged particles were identified by cuts applied on the energy deposited in the PV’s and CsI’s, as shown in section 4.1 about particle identification. The efficiency of this application is evaluated in Monte Carlo and absorbed into the acceptance evaluation. This factor needs to be evaluated for each year’s data set separately.

### 5.1.1 Determining Subtraction Factor \( f_{\text{sub}} \)

A clean \( \pi^+ \rightarrow e^+ \nu \) energy spectrum was obtained by subtracting the energy spectrum projected from the late time bin \( 70 \leq t \leq 130 \text{ ns} \) (\( \pi G_L \) (N_L)) from the spectrum cut on the early time bin \( 10 \leq t \leq 70 \text{ ns} \) (\( \pi G_E \) (N_E)). Each event was weighted by the
time-dependent hardware prescaling factor that was constant for a series of runs. The subtraction is used to eliminate the background events coming mainly from $\mu^+ \rightarrow e^+ \nu \bar{\nu}$ decays. The number of events between 10 ns and 70 ns is calculated as $N' = N_E - f_{sub} \times N_L$. The subtraction factor $f_{sub}$ is determined by comparing the experimental energy spectrum with that from Monte Carlo simulations. Since this factor is used to estimate the low energy tails of the positron line-shape that is cut by the high energy threshold (around 50 MeV), the lower energy edge plays a more important role. By changing the fitting energy range, one can estimate the uncertainties of this method. Since this factor also affects extracting $\pi^+ \rightarrow e^+ \nu$ decay events from the timing spectrum (see next Section), one can check consistency by comparing the number of events from the energy spectrum and the timing spectrum. 

The lower energy fitting limit corresponds to the software energy threshold cut, the upper energy fitting limit determines which segment of the energy spectrum is used for fitting and thus should not change the goodness of the fit if the simulation is adequate. Indeed, the variance induced by varying the upper limit is negligible (compared with the difference between the numbers of $\pi^+ \rightarrow e^+ \nu$ decay events extracted from the energy spectrum and the timing spectrum). Figure 5.1 shows the percentage difference of the number of events extracted from the timing spectrum and the energy spectrum.

There are two parameters in our GEANT simulation that need to be adjusted in getting a subtraction factor. One factor is to adjust the energy resolution of CsI’s, the other is to adjust gains of CsI’s. Combined with the subtraction factor, the
best matched results (least $\chi^2$) between GEANT simulation and experiment can be obtained. Figure 5.2 illustrates the dependence of $\chi^2$ on the gain factor with a fixed energy resolution factor. It also illustrates a way to evaluate the uncertainties on $f_{\text{sub}}$.

### 5.1.2 Over-subtraction correction factor $f_{ADC_{corr}}$ for ADC subtraction

The goal of ADC subtraction is to subtract the background events (dominated by Michel decay events) from $\pi^+ \rightarrow e^+\nu$ decays in the 10 ns to 70 ns time window. Denote the number of $\pi^+ \rightarrow e^+\nu$ decay events in the 10—70 ns time window with $N_{\pi 2e_{10-70}}$, events in the 70—130 ns time window with $N_{\pi 2e_{70-130}}$, the background events in the 10—70 ns time window with $N_{bg_{10-70}}$, the background events in the 70—130 ns window with $N_{bg_{70-130}}$. The experimental data are still denoted by $N_E$ for events in the 10—70 ns time window and $N_L$ for events in the 70—130 ns time window as used above. The following derivations are aimed to get $N_{\pi 2e_{10-70}}$.

With the above notations, we have

$$N_E = N_{\pi 2e_{10-70}} + N_{bg_{10-70}}, \quad (5.1)$$

$$N_L = N_{\pi 2e_{70-130}} + N_{bg_{70-130}}. \quad (5.2)$$

After the afore-mentioned subtraction, the best fit is obtained essentially by finding the $f_{\text{sub}}$ such that $N_{bg_{10-70}} - f_{\text{sub}} \times N_{bg_{70-130}} = 0$.

Then
\[ N_E - f_{\text{sub}}N_L = N_{\pi^+e^+_\text{10-70}} - f_{\text{sub}}N_{\pi^+e^+_\text{70-130}}, \]  
(5.3)

and from the exponential \( \pi^+ \rightarrow e^+\nu \) decay curve, we have

\[ N_{\pi^+e^+_\text{10-70}} = C(e^{-10/\tau_\pi} - e^{-70/\tau_\pi}), \]  
(5.4)

\[ N_{\pi^+e^+_\text{70-130}} = C(e^{-70/\tau_\pi} - e^{-130/\tau_\pi}), \]  
(5.5)

which gives

\[ \text{ratio} = \frac{N_{\pi^+e^+_\text{10-70}}}{N_{\pi^+e^+_\text{70-130}}} = 0.0998, \]  
(5.6)

in which \( \tau_\pi = 26.03 \text{ ns} \) and \( C \) is a constant.

From the above equations, we get

\[ N_E - f_{\text{sub}}N_L = N_{\pi^+e^+_\text{10-70}} - f_{\text{sub}} \cdot \text{ratio} \cdot N_{\pi^+e^+_\text{10-70}}, \]  
(5.7)

\[ N_{\pi^+e^+_\text{10-70}} = (N_E - f_{\text{sub}}N_L) \times \frac{1}{1 - \text{ratio} \times f_{\text{sub}}}. \]  
(5.8)

The uncertainty in \( f_{\text{sub}} \) is propagated to get the uncertainty in the number of events.

The Numbers of \( \pi^+ \rightarrow e^+\nu \) decay events extracted using the described methods are summarized in Table 5.1.

### 5.2 e\(^+\) timing spectrum method

The number of \( \pi^+ \rightarrow e^+\nu \) events can also be obtained independently from the \( e^+ \) timing spectrum. After applying all the cuts mentioned in the previous section, the
$e^+$ timing spectrum is shown in Figure 5.3. The spectrum apparently depends on the high threshold energy cut. This timing spectrum can be described with

$$f_{HT}(t) = \theta(t)\alpha_1 \lambda_\pi e^{-\lambda_\pi t} + \theta(t)\alpha_2 \phi(t) + \alpha_3 \sum_{n=-\infty}^{n=\infty} \theta(t - t_{rf} n) \lambda_\pi e^{-\lambda_\pi (t-t_{rf} n)} + \alpha_4 \sum_{n=-\infty}^{n=\infty} \theta(t - t_{rf} n) \lambda_\pi \phi(t - t_{rf} n),$$

(5.9)

in which $\theta(t)$ is the step function, that is

$$\theta(t) = \begin{cases} 
1 & \text{if } t \geq 0 \\
0 & \text{if } t > 0.
\end{cases}$$

$\alpha_1, \alpha_2, \alpha_3, \alpha_4$ are four parameters describing the ratio of each decay component in the registered $e^+$ timing spectrum. $\lambda_\pi$ and $\lambda_\mu$ are $\pi^+$ and $\mu$ decay rates respectively. $\phi(t)$ describes the sequential $\pi^+ \rightarrow \mu \rightarrow e^+$ decay chain:

$$\phi(t) = \frac{\lambda_\pi \lambda_\mu}{\lambda_\mu - \lambda_\pi} (e^{-\lambda_\pi t} - e^{-\lambda_\mu t}),$$

(5.10)

The first term in Eq 5.9 is due to genuine $\pi^+ \rightarrow e^+ \nu$ decays, the second term gives the fraction of the $\pi^+ \rightarrow \mu^+ \rightarrow e^+$ positrons above the high energy threshold. The third and fourth terms represent the positron pile-ups from the decays of $\pi^+$'s stopped before the one that started the pion gate and $\mu$'s accumulated in the target. The pion and muon decay rates are $\lambda_\pi = 1/26.03$ ns and $\lambda_\mu = 1/2197.03$ ns respectively [?]. $t_{rf}$ is the 19.750 ns time period between the cyclotron pulses. The fractions of $\alpha_1-4$ depend on the $\pi^+$ beam stopping rate and explicitly include the pile-up effects.
The above equation takes into account the accidental event pileups but not the
time shuffling in experimental data. The time shuffling concerns the way the degrader
timing is registered—how decay products are assigned to the original $\pi^+$’s when there
are pileup events. In the experimental data, the original $\pi^+$ is picked out as the
one that is closest to the trigger timing. The Monte Carlo program (Appendix ??)
simulates $\pi^+ \rightarrow e^+\nu$ and $\mu^+ \rightarrow e^+\nu\bar{\nu}$ decays at a certain beam rate, then the
MINUIT program finds the portion of each decay — $\alpha_1$ for $\pi^+ \rightarrow e^+\nu$ and $\alpha_2$
for $\mu^+ \rightarrow e^+\nu\bar{\nu}$ — that fits the experimental data best. By varying the rate and
repeating the above process, the best fit was obtained. The number of $\pi^+ \rightarrow e^+\nu$
events is the integration of $\pi^+ \rightarrow e^+\nu$ portion within the 10—70 ns gate. The fit is
shown in Figure 5.3. The fitting parameters, along with the corresponding number
of $\pi^+ \rightarrow e^+\nu$ events, are in Table 5.1. The simulated beam rate was varied in a 50 k
step. The uncertainty in the number of $\pi^+ \rightarrow e^+\nu$ events is taken as the difference
of numbers of events with minimum $\chi^2$ and when the beam rate is 50k higher (or
lower) than the beam rate where the minimum $\chi^2$ was obtained.

Table 5.1: Number of the $\pi^+ \rightarrow e^+\nu$ events

<table>
<thead>
<tr>
<th>Year</th>
<th>The Number of events from ADC spectra</th>
<th>Number of events from TDC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>$0.4365 (7) \times 10^7$</td>
<td>$0.4300 (4) \times 10^7$</td>
</tr>
<tr>
<td>2000</td>
<td>$0.1379 (2) \times 10^8$</td>
<td>$0.1376 (2) \times 10^8$</td>
</tr>
<tr>
<td>2001</td>
<td>$0.1238 (2) \times 10^8$</td>
<td>$0.1238 (3) \times 10^8$</td>
</tr>
</tbody>
</table>
Figure 5.1: Top panel: Difference of the number of events extracted from the energy spectrum and the timing spectrum as a function of the energy threshold. The last point (at 55 MeV) corresponds to a fitting range from 55 MeV to 74 MeV to illustrate the goodness of the detector simulation in Monte Carlo. Bottom panel: the energy spectrum thus obtained compared with that from the MC simulation.
Figure 5.2: $\chi^2$ vs. CsI gain factor. Subtraction factors ($f_{\text{sub}}$) are also shown. For each gain factor there is a best subtraction factor, the one that has the smallest $\chi^2$ is selected, and the difference of subtraction factor between the selected one and its neighbors can be treated as uncertainty if this difference is greater than the uncertainty associated with the selected one.
Figure 5.3: Timing spectra of $e^+$ from $\pi 2e$ decays. The resulting timing spectrum is the summation of the spectra of $e^+$’s from $\pi 2e$ and Michel decays. The spike at $-20$ ns is due to hadronic interactions and was excluded in the fitting.
Chapter 6

$\pi^+$ Stopping Distributions and detector acceptance

Obtaining the precise pion stopping distribution in the target is essential in calculating the detector acceptance, which plays an important part in over-all systematic uncertainty. Backtracking tomography uses track information obtained from the multi-wire proportional chambers to reconstruct the pion stopping distribution in the target.

When combining the full data set spanning several years, one has to realize that although in each run the $\pi^+$ distribution is the same for different $\pi^+$ decay channels, each run’s distribution weights differently for different decay channels in the full data set, since prescaling factors are different from run to run.

6.1 Backtracking Tomography

Knowing the $\pi^+$ stopping vertex of each event in the target is not our concern (and not possible). We need to know the $\pi^+$ vertex distribution for the full sample of recorded events in terms of $x, y, z$, in which $x$ and $y$ define the horizontal plane and $z$
the direction the beam is going. Inspired by an algebraic reconstruction technique [?] which has been widely used as an imaging method in medical physics, we developed the backtracking tomography method to determine the $\pi^+$ stopping distribution.

The space containing the target is divided into small cubic cells. The position $(x, y, z)$ in this space can be denoted by the indices of a cube described by $(nx, ny, nz)$ enclosing this point. In the above example, $nx = \text{int}(x/\text{size of cell})$, etc., see Fig 6.1.

The track of a charged particle can be reconstructed from MWPC data. We extend this track to intersect the fiducial volume enclosing the target, calculate the ‘path-length’ in each cube, and sum the path-length values for each cube. The path-length is the length of a segment of the track in a cell. After processing large numbers of tracks, the accumulated path-lengths in each cube will reflect the probability of pions stopping in that cube.

The Monte Carlo method is used to study the correspondence between output path-length distributions and input pion stopping distributions in the target. All the details which affect the track definition are considered in Monte Carlo including the MWPC resolution and the target size.

There are three stages in this method. First, one has to optimize the cell size. At this stage, for each cell size, different Gaussian distributions with different spreads in the target were simulated and the correspondence between stopping distributions and path-length distributions was studied. The optimized cell size should give good results
Figure 6.1: Tomography algorithm: divide space into small cubes and calculate path-length in each cube for tracks.
in reasonable computation time. Second, we assume a reasonable $\pi^+$ distribution in the target and compare the MC results with the experimental data. Third, we modify the assumed distribution to get the best agreement between MC and experiment. The best distribution function would consist of numerical functions which can take into account all details. However, in the second stage, the analytical functions we used to describe the distributions reflected the major structures of the distribution line shape, which helps us in understanding the features of the beam distribution.

6.1.1 Track selection

To limit the accumulation of path-lengths that do not contain information for extracting the stopping distribution, tracks selected should be as perpendicular as possible to the axis in whose direction the distribution is calculated. Only tracks falling within a minimum angle to that axis were selected. Since the smaller the angle range, the cleaner the signal, and the lower the statistics, one has to balance these factors so that both statistics and cleanness are reasonable.

We take $x$ as an example, tracks whose angle with $x$ is small contribute similar path-lengths to a series of cells along the $x$ coordinate, which adds nearly equal path-lengths to each of these cells, thus increasing the total background of the path-length distribution in $x$. However, if only tracks that are nearly perpendicular to the $x$ axis are selected, these tracks will contribute path-lengths only to adjacent cells in terms of $x$ position. The more perpendicular the angles between the tracks and the $x$ axis,
the more precisely the path-length distribution represents a real particle distribution, and the lower the statistics that can be collected, which means larger statistical error. By experimenting with different angle cuts, the optimum angle is found to be $10^\circ$.

### 6.1.2 The Best Cell Size

From beam-line simulation [?] the pion stopping profile in the target can be obtained. Because there is a thin carbon plate in the beam line to screen out the $e^+$'s and $\mu^+$'s, the distribution of $\pi^+$'s in the horizontal plane also becomes asymmetric, which can be approximated with an asymmetric Gaussian:

$$p(x) = \begin{cases} 
  e^{-\frac{(x-x_0)^2}{2\sigma^2_{left}}} & \text{if } x < x_0 \\
  e^{-\frac{(x-x_0)^2}{2\sigma^2_{right}}} & \text{if } x > x_0 
\end{cases}$$ \hfill (6.1)

The distribution in the vertical plane is Gaussian:

$$p(y) = e^{-\frac{(y-y_0)^2}{2\sigma^2_y}}$$ \hfill (6.2)

The distribution in $z$ is a Gaussian riding on a 2\% uniform background:

$$p(z) = 0.98 \times \frac{1}{\sigma_z \sqrt{2\pi}} e^{-\frac{(z-z_0)^2}{2\sigma_z^2}} + 0.02 \times \frac{1}{z_l - z_r}$$ \hfill (6.3)

in which $z_l$ and $z_r$ are end points between which the distribution is considered.

In MC, particles in Gaussian distribution with known distribution parameters are generated and the path-length distribution corresponding to this set of particles are also obtained. The path-length distribution is then fitted with a Gaussian to the Full-Width-Half-Maximum. The obtained $\sigma$ of the Gaussian is used as a feature variable.
to describe the path-length distribution, namely, each path-length distribution is described with a corresponding $\sigma_p$. For each cell size, Gaussian distributions with different $\sigma$’s are simulated and the corresponding $\sigma_p$’s of path-length distributions are obtained. A one-to-one correspondence between $\sigma$ of the particle distribution in the target and $\sigma_p$ of the corresponding path-length distribution is then established.

The above one-to-one correspondence is apparently a function of cell size. To test the consistency of the method and find the best cell size, four sets of synthetic data of Gaussian distribution with the same $\sigma$’s are used as an input particle distribution, the center of each distribution is at the origin. The extracted $\sigma$ using different cell sizes are then compared with the known $\sigma$ to get the systematic correction.

### 6.1.3 Distribution in the vertical plane (y) and the longitudinal plane (z)

Since distributions in Y and Z are Gaussian, the one-one correspondence is very straightforward.

For the $y$ distribution, the synthetic data are Gaussian with $\sigma$ equal to $10.003 \pm 0.0015$ mm and centered at $y = 0$ mm. Those parameters are also representative of our experimental distributions. Four sets of data are generated in the simulation and the calculated $\sigma$’s are showed in Figure 6.2.

At cell size equal to 0.3 mm, the difference between $\sigma$ of the particle distribution in the target and $\sigma$ calculated with the path-length one-to-one relation is $y_{corr} =$
Figure 6.2: The relationship between calculated $\sigma$ from path-length using one-to-one relation in $y$ and cell size ($s_c$). The dashed line is the $\sigma$ of Gaussian describing the particle distribution generated in the target.
Figure 6.3: The relationship between calculated $\sigma$ from path-length using one-to-one relation in $z$ and cell size ($s_c$). The dashed line is the $\sigma$ of Gaussian describing the particle distribution generated in the target.

0.008 ± 0.005 mm. This is the systematic correction that needs to be applied when using this method.

For the $z$ distribution, the synthetic data are Gaussian with $\sigma$ equal to 3.4940 ± 0.00085 mm centered at 8.5 mm and superimposed on a 2% constant distribution which is representative of our experimental distribution. Again four sets of data are generated in the simulation and the calculated $\sigma$’s are showed in Figure 6.3. At cell size equal to 0.3 mm, the correction that needs to be applied is $z_{corr} = 0.005 \pm 0.0018$ mm.
6.1.4 Distribution in the horizontal plane (x)

Figure 6.4: Lookup table to determine $\sigma_\text{left}$ and $\sigma_\text{right}$ in $x$. $\sigma_\text{left}$ and $\sigma_\text{right}$ are same as those in Eq. 6.1 respectively.

The distribution in $x$ as described by Eq. 6.1 is more complicated to determine since there are two free parameters— $\sigma_\text{left}$ and $\sigma_\text{right}$. Variation in one variable affects the other.

To determine $\sigma_\text{left}$ and $\sigma_\text{right}$, one needs to make a lookup table combining these two variables. A table for a cell size equal to 0.3 mm is presented in Figure 6.4.
As one can see from Figure 6.4, the lookup table is two-dimensional, and monotonic in each direction, which was achieved only after applying angular restrictions on charged particle tracks. To find the corresponding real vertex distribution described by $\sigma_{\text{left}}$ and $\sigma_{\text{right}}$ from path-length distributions, one needs to plot the position described by $\sigma_{p,\text{left}}$ and $\sigma_{p,\text{right}}$ of the path-length distribution in the lookup table, and then find the same position but relative to lines of $\sigma_{\text{left}}$ and $\sigma_{\text{right}}$ of the real particle distribution.

Four data sets with distributions in accordance with Eq. 6.1 with the same distribution characteristics (same $\sigma_{\text{left}}$ and $\sigma_{\text{right}}$) are generated in the simulation, in which $\sigma_{\text{left}} = 8.8995 \pm 0.0005$ mm and $\sigma_{\text{right}} = 10.001 \pm 0.0015$ mm. Results from the above scheme are presented in Figure 6.5.

At cell size equal to 0.3 mm, the correction for $\sigma_{\text{left}}$ is $0.0045 \pm 0.0087$ mm, the correction for $\sigma_{\text{right}}$ is $0.0125 \pm 0.046$. Since the mean corrections are smaller than the statistical error, one can combine the mean correction and statistical error and simply states that the uncertainty for $\sigma_{\text{left}}$ is 0.0098 mm and for $\sigma_{\text{right}}$ is 0.048 mm.

The above calculations have been done with different cell sizes and the cell size equal to 0.3 mm is found to be the optimal choice after balancing the computation time and the systematic corrections.
Figure 6.5: Calculated $\sigma_{left}$ and $\sigma_{right}$ of particle distribution in $x$ vs. cell size ($s_c$), compared with known $\sigma_{gen.left}$ and $\sigma_{gen.right}$ of distributions of particles generated in the target (dashed lines)
6.1.5 Refinement of the Distribution Functions

After applying the above method to the experimental data, slight discrepancies are found between the simulation and the experimental data, especially in the tails. The slight discrepancies indicate that the functions we used to describe beam distribution have reflected the main structures but do not include all subtleties. The easiest way to fix this is to use numerical functions. Based on the analytical distribution obtained above, iterations are used to find the best numerical function which has the smallest $\chi^2$. By varying the widths and the range of the bins, the uncertainties associated with the algorithm can be obtained.

6.1.6 $\pi^+$ Distribution for Different Years and Different Decay Channels

Beam profile of $\pi^+ \rightarrow \pi^0 e^+\nu$ decay for year 1999 runs

**Horizontal (X) distribution**

The numerical function $f_x$ for $x$ is found to be as shown in Figure 6.6, by varying the width of bins and offsets, the minimum $\chi^2$ can be found as shown in Figure 6.7. From figure 6.7, the best numerical function with uncertainty is obtained: with 201 bins spanning from $x = -61.2 \times (1 + 0.000 \pm 0.00012)/2$ mm to $x = 61.2 \times (1 + 0.000 \pm 0.00012)/2$ mm and an offset $x_{off} = -0.0026 \pm 0.00071$ mm.

**Y distribution**
Figure 6.6: Numerical function $f_x$ used for describing $\pi^+$ the horizontal ($x$) distribution for $\pi^+ \to \pi^0 e^+\nu$ decay data of year 1999 runs.

The numerical function for $y$ is found to be as shown in Figure 6.8, by varying the width of bins and offsets, the minimum $\chi^2$ can be found as shown in Figure 6.9. From Figure 6.9, the best numerical function with uncertainty is obtained: with 201 bins spanning from $y = -61.2 \times (1 - 0.0026 \pm 0.00046)/2$ mm to $y = 61.2 \times (1 - 0.0026 \pm 0.00046)/2$ mm and an offset $y_{off} = 0.0087 \pm 0.00076$ mm.

Data from different years are processed following the above procedures. The $\pi^+$ distribution for $\pi^+ \to e^+\nu$ decay is also obtained similarly.
Figure 6.7: \( \chi^2 \) dependence on the binning width (top) and on the offset of centroid (bottom) for function \( f_x \).
Figure 6.8: Numerical function $f_y$ used for describing $\pi^+$ the vertical ($y$) distribution for $\pi^+ \rightarrow \pi^0e^+\nu$ decay data of year 1999 runs.

6.1.7 Summary of the above results

To get the best description of the beam profile in horizontal and vertical planes with the numerical functions $f_x$ and $f_y$, one needs to modify the original numerical functions as in Figure 6.6 for the horizontal ($X$) $\pi^+$ distribution of runs in year 1999, and as in Figure 6.8 for the vertical ($Y$) $\pi^+$ distribution of runs in year 1999, by expanding the range by $x_0$ fraction and adding an offset of $x_{off}$. The same applies to $y$. The modifications are summarized in Table 6.1 for $\pi^+ \rightarrow \pi^0e^+\nu$ decay and in Table 6.2 for $\pi^+ \rightarrow e^+\nu$ decay.
Figure 6.9: $\chi^2$ dependence on binning width (top) and on offset of centroid (bottom) for function $f_y$. 
Table 6.1: Summary of the parameters for modifying the numerical functions $f_x$ and $f_y$ describing $\pi^+ \rightarrow \pi^0 e^+ \nu$ decay beam profile.

<table>
<thead>
<tr>
<th>Year</th>
<th>$x_0$</th>
<th>$\delta x_0$</th>
<th>$x_{off}$</th>
<th>$\delta x_{off}$</th>
<th>$y_0$</th>
<th>$\delta y_0$</th>
<th>$y_{off}$</th>
<th>$\delta y_{off}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>0.00</td>
<td>0.012</td>
<td>0.0026</td>
<td>0.00071</td>
<td>-0.26</td>
<td>0.046</td>
<td>0.0087</td>
<td>0.00076</td>
</tr>
<tr>
<td>2000</td>
<td>0.105</td>
<td>0.037</td>
<td>0.0028</td>
<td>0.0012</td>
<td>0.22</td>
<td>0.04</td>
<td>0.0045</td>
<td>0.0007</td>
</tr>
<tr>
<td>2001</td>
<td>-0.13</td>
<td>0.079</td>
<td>-0.0022</td>
<td>0.0011</td>
<td>-0.095</td>
<td>0.015</td>
<td>-0.0034</td>
<td>0.00036</td>
</tr>
</tbody>
</table>

Table 6.2: Summary of the parameters for modifying the numerical functions $f_x$ and $f_y$ describing $\pi^+ \rightarrow e^+ \nu$ decay beam profile.

<table>
<thead>
<tr>
<th>Year</th>
<th>$x_0$</th>
<th>$\delta x_0$</th>
<th>$x_{off}$</th>
<th>$\delta x_{off}$</th>
<th>$y_0$</th>
<th>$\delta y_0$</th>
<th>$y_{off}$</th>
<th>$\delta y_{off}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>0.068</td>
<td>0.013</td>
<td>-0.0047</td>
<td>0.0011</td>
<td>-0.15</td>
<td>0.07</td>
<td>0.0066</td>
<td>0.0008</td>
</tr>
<tr>
<td>2000</td>
<td>-0.080</td>
<td>0.018</td>
<td>-0.0021</td>
<td>0.00071</td>
<td>0.20</td>
<td>0.07</td>
<td>0.0023</td>
<td>0.00074</td>
</tr>
<tr>
<td>2001</td>
<td>-0.041</td>
<td>0.016</td>
<td>-0.0079</td>
<td>0.0008</td>
<td>-0.100</td>
<td>0.018</td>
<td>0.000</td>
<td>0.0012</td>
</tr>
</tbody>
</table>

### 6.2 Longitudinal $\pi^+$ stopping distribution

The above results do not include the $z$ distribution for several reasons. First, the acceptance is not sensitive to the $z$ distribution. In fact, MC simulations show that 10 mm variation of $z$ distribution results in $\sim 1\%$ uncertainty in the acceptance. Second, since the $z$ distribution has a very small $\sigma_z$ in terms of the Gaussian distribution, the above method may break down due to the intrinsic nature of the method, namely, a $\delta$-function distribution yields a path-length distribution with significant $\sigma$. Third, the MC simulation describes the longitudinal distribution fairly well.

The thicknesses of the beam-defining detectors, namely the forward beam counter, the active degrader and the active target are chosen to make the 40.6 MeV incident $\pi^+$ beam particles stop exactly in the center of the target. Our Geant3 Monte Carlo sim-
The input to the Monte Carlo is the $\pi^+$ momentum spectrum in Fig. 3.3. A histogram of the Monte Carlo $z$ coordinates of $\pi^+$ decay vertices is a Gaussian function with a width of $\sigma_z = 1.69 \pm 0.01$ mm and a flat upstream tail integrating to $0.86 \pm 0.05\%$ events. The $z$ position spread originates mainly from the energy straggling of stopping pions: the momentum spread of the incident beam contributes just $0.2$ mm (or $12\%$) to the overall axial distribution spread. The upstream tail represents the $\pi^+$'s decay-in-flight events.
6.3 Acceptance for $\pi^+ \rightarrow \pi^0 e^+ \nu$ decays

The detector acceptance is determined by its geometrical parameters, such as the solid angles it covered and the stopping pion profiles. In addition, other factors that have to be determined by Monte Carlo are also absorbed into the acceptance. The GEANT simulation code is used to do the simulation after being finely adjusted to reflect the real detector response.

6.3.1 CsI veto crystals and plastic veto staves (PV)

All of the 40 CsI veto detectors have been adjusted in GEANT to reflect the CsI veto response in the real detector, as shown in Figure ??

Plastic veto gains and resolutions are adjusted in the GEANT so that the $e^+$
energy line-shape matches that from the experiment, as shown in the top panel in
Figure ?? . One can see from the bottom panel that the response of plastic vetoes to
$\pi^+ \rightarrow \pi^0 e^+ \nu$ decay also shows good agreement with the data.

6.3.2 Other factors in calculating acceptance

Aside from the pion stopping distributions, other factors that affect the acceptance
were also taken into account in MC simulations.

**PIBETA discriminator function** The effect of the pibeta discriminator func-
tion (see Eq. 4.4 and Eq. 4.5) is also absorbed into acceptance.

**Photonuclear absorption.** This concerns the probability that a photon converts
into an electron-positron pair and thus decay products registered as charged particles.

All conditions applied in analyzing the experimental data for both $\pi^+ \rightarrow \pi^0 e^+ \nu$ and
$\pi^+ \rightarrow e^+ \nu$ decay are implemented in calculating acceptances, including trigger cut,
plastic veto hardware threshold, clump number cut, particle ID cut, $\pi^+$ invariant mass
cut, and track finding process (see appendix ?? and appendix ??).

**Radiative correction** $\pi^+ \rightarrow e^+ \nu$ decay is always accompanied by $\pi^+ \rightarrow
e^+ \nu \gamma$ decay. The $e^+$ from radiative pion decay has a low energy tail due to en-
ergy carried away by $\gamma$. This will affect the acceptance due to the low energy cut
applied when calculating acceptance.

Acceptances of $\pi^+ \rightarrow e^+ \nu$ and $\pi^+ \rightarrow \pi^0 e^+ \nu$ for each year’s settings are
Figure 6.12: $e^+$ energy line-shape in PV (top) and photon energy line-shape in PV (bottom) for $\pi^+ \rightarrow \pi^0 e^+ \nu$ decay.
Table 6.3: Detector acceptances

<table>
<thead>
<tr>
<th>year</th>
<th>$\pi^+ \rightarrow e^+\nu$</th>
<th>$\pi^+ \rightarrow \pi^0 e^+\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>0.7040 (5)</td>
<td>0.6657 (6)</td>
</tr>
<tr>
<td>2000</td>
<td>0.7031 (6)</td>
<td>0.6594 (7)</td>
</tr>
<tr>
<td>2001</td>
<td>0.7039 (2)</td>
<td>0.6623 (7)</td>
</tr>
</tbody>
</table>

summarized in Table ??
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